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LHZF NIC 2712] 1GbE LOM
RAR=H SUA A2
W2t o el Aol AZA B2im
2719| PCle Gend &&
PCle e PCle x8 Gen4 (x16 Z1HIE]) LP(Low Profile), HL(Half Length)
e PCle x8 Gen4 (x8 Z14E{) LP(Low Profile), HL(Half Length)
HH ZE: FTHEE;
© iDRAC Direct & micro-USB 171 * iDRAC H& H|IERZ ZE 17l / RJ-45(1GbE) 274
I0OYZE * USB 2.0 17l * USB 2.0 171 / USB 3.0 171
o ZE(EW) A
LHEL ZE: USB 3.0 H(ZM) ° VVGA 17l

iDRACS, iDRAC Service Module, iDRAC Direct, iDRAC RESTful APl with Redfish

OpenManage OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist 22|12, OpenManage Update Manager =219l
ot Aot A o2 MHE HL0], Secure Boot, O AMX|, M2 RE @5 EHAE AAH| EE (IDRACI Enterprise L= Datacenter ZR),
- TPM 2.0 FIPS, CC-TCG 215, TCM 2.0 China NationZ
OpenManage Integrations OpenManage Connections
© BMC Truesight ® |BM Tivoli Netcool/OMNIbus
=Earol oA © Microsoft System Center © |BM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
* VMware vCenter % vRealize Operations Manager

® Micro Focus Operations Manager
® Nagios Core / Nagios XI|

7[Et X3 2SHA|

Canonical Ubuntu Server LTS, Citrix 5t0|I{H}0|X], Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi (20215 128 H{ZZEHEE] X[)))

o X|CH 8712] 2.5" SAS/SATA(HDD/SSD) =20|E
27H2] 1GbE LOM

ZD2HAl LHZF
oo™ o

,_
=

2
=
o

%
Ng
Ijo
X

2t TK| O|SSHE X2k ZCh 47HS| Y2
37H2| PCle Gend &%
el e PCle x8 Gen4 (x16 Z14E]) LP(Low Profile), HL(Half Length)
© o PCle x8 Gen4 (x8 Z14lE]) LP(Low Profile), HL(Half Length)
® PCle x8 Gen4 (x8 714lE{) PERC M&
HH ELE: ZHIE:;
© iDRAC Direct & micro-USB 17 ¢ iDRAC H& HIER=Z ZLE 174 / RJ-45(1GbE) 274
0% ZE ® USB 2.0 17 * USB2.017H 7 USB 3.0 174
o X2 Y
LHE ZE: USB 3.0 PH(&M) * VGA
LHZ #2175 iDRACSY, IDRAC Service Manual, iDRAC Direct, iDRAC RESTful APl with Redfish
= OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist 221121, OpenManage Update Manager =2{191,
OpenManage
OpenManage Mobile
wot Qlod} HiAlO 2 MTHEl HQ||04, Secure Boot, HOHALH|, AM2|2 2E QH EHAE A|AH FZ (iDRAC Enterprise tE= Datacenter HQ),
= TPM 1.2/2.0 FIPS, CC-TCG 21&, TCM 2.0(&)
OpenManage Integrations OpenManage Connections
® BMC Truesight ¢ |BM Tivoli Netcool/OMNIbus
s A AA e Microsoft System Center e IBM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
o \VMware vCenter %! vRealize Operations Manager

e Micro Focus Operations Manager
® Nagios Core / Nagios Xl

Hel

7|02 ¢1E 4] 450W EEX 100-240VAC EE= A|0]5 AZA A 450w Z2HE['E 100-240VAC

7|EF X2 2HM™  Ubuntu Canonical - Ubuntu Server LTS, Citrix 5F0|I{H}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi

S /HIR

2 EFQ (U, B szet A|T Z/0]: 598.64mm, 2 H2| Z!0]: 585mm / Lt HH o= Bt HIE B S

e 600W Z2HE|'H 100~240VAC

=I Microsoft Windows Server 2022

Be Cloud ready with hybrid

B/ 4 24 EFRJ (1U, B 8 AIch 2101: 598.94mm, HI F] 200]: 565.3mm / LCD b FE B0t 4y e 2

www.delltechnologies.com/ko-kr/servers/index.htm Of|A] X|2 HIZ 2tQISHA 4= QIGL|C,
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MZ-2 15M|CH PowerEdge AH{
227 HE N M| AP

Dell EMC PowerEdge R450 €3

Qe K20 A 2lets TR

OHE S 2T} I E ME5H= 1U 247 AH
TUC = e M7 2 M ZE= PowerEdge R4502 MEL ZT2M|A, 1/0 & AEZ|X|
7|82 F= 20| 12| 7HKE MESH= U EEH 2471 MHYIL|CE

X 2.
= (hLyw

LCD Wi il 2x PCle LP M MA| =M

8x 2.5” F MA| TH

4357 84 AjA| T

HE g4 Dell EMC PowerEdge R450 2421 1U 2 OFRE AH

Windows Server 2022 Standard 2 Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard & Windows Server 2016 Datacenter

T2 A|C 2702) BM|CH QIEle X|Re AF| U2 TRMIN, T2MMT A|TH 24T0{ MEH TS (Silver, Gold)
=K DIMM £ 167H, |CH 1TB 2933MT/s DDRA RDIMM

o Lj&t 2IEZ2{: PERC H345, PERC H745, PERC H755 / AZEL|0{ RAID: S150 / L& HBA(non RAID): HBA355i
HEZ7 o L5 HE |3} AED|X| MEAAL: SHEY|0 RAID 27§2| M.2 SSD E= LHE 591 SD 2E £ LHE USB 3.0

Q= ZHEE2{(RAID): PERC H840 / 2|5 HBA(non-RAID): HBA355e
O H[0] S49:

D<A LTechnologies

Dell EMC PowerEdge R550 <23 e

o —_— o S QIE® H2e AH|YelE Z2AM XeonN
TIALSIE ToHor M S ZH J1HK| £| X3} 2U AMH
It X A EHEE =52 |2u 2470 B RE502 A|A 2M|IN, 1/0 U AEZ|X|

ol
Light VMO| Heot 2tZ0]| =2 7HXE MSeLT

Rl S

J502 ADS T/H|EL|A 8

= = T

LCD LI HlZ & MA ™

16x 2.5” ZM AJA| TH 4x PCle LP 38 MA| =™

8x2.5” FM MA| TH

HE A Dell EMC PowerEdge R550 243 2U 2 OF2 E At

Windows Server 2022 Standard 2 Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
EE= Windows Server 2016 Standard 5! Windows Server 2016 Datacenter

ZEM M A[T 272] 3MT O1Ee H|Se AU TN, TEHM A|CH 2470] MEH TH= (Silver, Gold)
I=El DIMM &2 167}, Z|CH 1TB 2933MT/s DDR4 RDIMM

o L= HEZ3{: PERC H345, PERC H745, PERC H755 / A EL|0{ RAID: S150 / L& HBA(non RAID): HBA355i
HEED o LR 2E X[Hot AE2|X| MEA|AH: SHEL)0] RAID 2702 M.2 SSD H= R 7Y SD 2& £= LiE USB 3.0

° QIR EE%H(RA\D): PERC H840 / 2|5 HBA(non-RAID): HBA355¢
T H|o] S
o X|CH 167H2| 2.5" SAS/SATA(HDD/SSD) E2t0[E

E2t0|E H|o] o X|CH 87H2| 2.5" SAS/SATA(HDD/SSD) E2t0|E
o %|CH 47H2| 35" SAS/SATA(HDD/SSD) E210|2
LiE NIC 27H2] 1GbE LOM
HER=Z M 17H2] OCP 3.0
2= S A2f
HZE STD(Standard) ™ = s A T/ £|0f 7702 SE A
PCle 27li2| PCle Gen4 LP(Low Profile) &%
Y ZE: FUEE:
* iDRAC Direct Z-& micro-USB 171 ¢ IDRAC M& HEQA ZE 1l / RJ-45(1GbE) 27H
0UZE e USB 2.0 171 / VGA 17} * USB 2.0 17 / USB 3.0 174

o ZIH(EH) 4
LHE ZE: USB 3.0 7H(SM) ° VGA 7H
iDRACS, iDRAC Service Module, iDRAC Direct, Quick Sync 2 24 2.

-

g 2el7ls

OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist Z2{7192!, OpenManage Update Manager 227191,

OpenManage OpenManage Mobile X|&
o Ao HEA O 2 MW E HQ||0], Secure Boot, 2Ot ALY, M2|2 RE QH EZAE A|AH ZE (IDRACY Enterprise S-== Datacenter ZQ),
-t TPM 1.2/2.0 FIPS, CC-TCG 215, TCM 2.0 &M
OpenManage Integrations OpenManage Connections
® BMC Truesight ® |BM Tivoli Netcool/OMNIbus
satgl oA ® Microsoft System Center © |BM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
o \VMware vCenter 5! vRealize Operations Manager

e Micro Focus Operations Manager
® Nagios Core / Nagios Xl

J|EF X2 XX Ubuntu Canonical - Ubuntu Server LTS, Citrix S}0|I{H}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi
e 600W Z2HE|'E AC/240HVDC EE= 800W Z2HE|'E AC/240HVDC EE= 1100W DC/-48~(-60)V
STE /H™ 2 ERY (U, B 28k £|CH 210]: 748.79mm, B H|2| Z10]: 734.95mm / F7|: 16.58kg ~ 18.62kg) / LCD Hi|H fE= HOH I MEH ZM

| RV H Windows Server 2022
[ | MlcrOSOﬁ: Be Cloud ready with hybrid

C 20| E H|O
tol= Hlo] o %|CH 87H2] 2.5" SAS/SATA(HDD/SSD) E210| 2

o X|CH 87H2| 3.5" SAS/SATA(HDD/SSD) =210|E
LHZF NIC 2712] 1GbE LOM
HEQZ M 1712 OCP 3.0
W2t g B 2
LHZE o STD(Standard) H / | EH el BE A H
PCle 37H2] PCle Gen4 &2 5! 17H2| PCle Gen3 =&

HHZE: FHEE:

© iDRAC Direct & micro-USB 174 ¢ iDRAC H& H|ERZ LE 174 / RJ-45(1GbE) 274
IO ZE ® USB 2.0 1774 / VGA 17 ® USB 2.0 17l 7/ USB 3.0 174

o HEEH M

LiE ZE: USB 3.0 TH(8M) o VGA 171

LHZE 22|7|s iDRACS, iDRAC Service Module, iDRAC Direct, Quick Sync 2 &M 25
» OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist Z2{ 192!, OpenManage Update Manager Z2{191,

OpenManage , -

OpenManage Mobile X| &
Hot oot HiAl O 2 B =l HQ||0{, Secure Boot, 2Ot AMK|, A2|2 2E QH EHAE AJAH! X2 (IDRACY Enterprise = Datacenter 2/ Q),
-= TPM 1.2/2.0 FIPS, CC-TCG 215, TCM 2.0 &M

OpenManage Integrations OpenManage Connections

® BMC Truesight ® |BM Tivoli Netcool/OMNIbus
=gt oid ® Microsoft System Center ® IBM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
® VMware vCenter 3! vRealize Operations Manager

e Micro Focus Operations Manager
® Nagios Core / Nagios X|

7|EF X2 2HM™  Ubuntu Canonical - Ubuntu Server LTS, Citrix 5}0|IH}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi
e 600W Z2HE|'E AC/240HVDC EE= 800W Z2HE|'E AC/240HVDC EE= 1100W DC/-48~(-60)V
S /- 2 ErY (2U, B =t A|CH 210]: 721.62mm, I H|2| Z10]: 685.78mm / £7|: 20.44~24.8kg) / LCD B’ FE= HOF B MEH ZM

www.delltechnologies.com/ko-kr/servers/index.htm 0| A X|2 HIZ EIQISHA 4= QLEL|CEH
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MZ-2 15M|CH PowerEdge AH{
1E8s 247010 DHE AMH] FAAFF

Dell EMC PowerEdge R650 €3

o § AR [ o o] o
a8 21 +E0 45, =2 788 H B

Qe H2® ArYetE ZRAN

PowerEdge R6502 YTZE AS1t H|0|E MIE| U
AT 7| S| A 20| = M2 SO 2ot

LCD L H

3x PCle LP 34 MA| &M

10x 2.5” 4 AfA| TH

8x2.5” 84 AjA| T

4x 3.5” M MA| HH

HE g4 Dell EMC PowerEdge R650 24741 1U 24 O E A{H]

Windows Server 2022 Standard 2 Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard 2 Windows Server 2016 Datacenter

2N A|C 27H2] BM|CH QIEle X|Re AF|UR{E T2 MM, T2MHMZ X|CH 4020{ MEH 1S (Silver, Gold, Platinum)

DIMM &2 327}, %/t 2TB 3200MT/s DDR4 RDIMM EE= £|C 4TB LRDIMM (ECC DDRA 2F X| &)

=2 %|CH 128GB, 8712 NVDIMM X|€l / Z|CH 8TB, 16712] Q1&4e Optane™ Persistent Memory 200 A|2|= X[
o Lii 7AEZ22{: PERC H745, HBA355I, H345, H755, H755N / AZE Q0] RAID: $150
HEED o L{E HE X Mot AE2|X| MEA|AR: SHEQ0{ RAID 2702| M.2 SSD (240GB HE= 480GB)
o 2|2 AEZ2{(RAID): PERC H840 / 2|2 HBA(non-RAID): HBA355e
HH H|0] ZM: S o] Z4:
CajolE o] * Z|CH 107§9] 2.5" SAS/SATA(HDD/SSD), NVMe =2t0[=2 o A|TH 27H2| 2,57 SAS/SATA(HDD/SSD), NVMe E210|

o X|CH 87H2| 2.6" SAS/SATA(HDD/SSD), NVMe E2t0|E
o %|CH 47| 3.5" SAS/SATA(HDD/SSD) E2t0|E

o X|CH 27H2] BOSS-S2 M.2 E2f0[&

GPU &M %|CH 37H2] 75W SW(Single Width) GPU X| 2

2712| 1GbE LOM

17H2] OCP 3.0(x8 PCle &|2!)

CRE= SUA W7 = T2AA A W2 Z M

i HE H/TESSLWVR /DG SE W A VR NEGE HES) ot E21 0 H

PCle £/t 3712 PCle Gend LP(Low Profile, SNAPI I/0 4M0| Q= 17H2] x8 22& H|QI8t 257} x16) = 27H2| PCle(Gend) FH(FUIl Height) £
MM ZE:; SHEE:
© iDRAC Direct &2 micro-USB 17}  iDRAC T8 L|EYZ ZE 17} / RJ-45(1GbE) 27K

I0OY ZE ® USB 2.0 171 / VGA 174 * USB2.0171 / USB 3.0 174

o M) VK

L& =E: USB 3.0 174 * VA=Y ¢ 148 ) A

=
=

iDRACS, iDRAC Service Module, iDRAC Direct, Quick Sync 2 &M
a9l

[}
OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist 221121, OpenManage Update Manager Z2{121,

OpenManage OpenManage Mobile X| 2
Hot Ao A o= MHE HL0], Secure Boot, HOF AMK|, ME|Z RE @5 EHAE AAH| ZrE (IDRACY Enterprise = Datacenter ZQ),
-t TPM 1.2/2.0 FIPS, CC-TCG 215, TCM 2.0 &M
OpenManage Integrations OpenManage Connections
® BMC Truesight ® |BM Tivoli Netcool/OMNIbus
£Esrgl oA ® Microsoft System Center © |BM Tivoli Network Manager IP Edition

® Red Hat Ansible Module ® Micro Focus Operations Manager
® VMware vCenter 2 vRealize Operations Manager ® Nagios Core / Nagios XI|

7|EF X2 2SBHH

=T o

Ubuntu Canonical - Ubuntu Server LTS, Citrix S}0|I{HIO| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi

He

800W Z2H{E|'E AC/240HVDC EE= 1100W E|ERg AC/240HVDC EE= 1400W Z2HE|'E AC/240HVDC

SHE /HIR

2 EFQ) (U, MR T8t A|C Z/0]: 822.84mm, HI K| 2| Z10]: 809mm / 2H|: 17.2kg ~ 21.2kg) / LCD H|Z FE= HOk H| & MEH SM

. =I Microsoft  Windows Server 2022

Be Cloud ready with hybrid

D<A LTechnologies

Dell EMC PowerEdge R6525 €3 AMDZY

[ —_ e AMD EPYC™ Z2A1M E PYE
Jds A AR2etgo)| Haeh 72 471U Al

7|Z&2| HPC, VDI(Virtual Desktop Infrastructure) 5! 73l 242 Hol ME22 /FZEEE

Mefotn eye = Us SEHQ DM U FY 27 MH YL CH

H K-SR e
2x 25" + 1x PCle LP M AjA| =0

LCD LHE HIZ S Al HH

10x 2.5” F44 AJA| TEH

8x2.5” ZM MA| TH

Ax 3.5" 1 MA| HH

HE g Dell EMC PowerEdge R6525 2474 1U 2 OF2E AH]

Windows Server 2022 Standard 5! Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
IE= Windows Server 2016 Standard 3! Windows Server 2016 Datacenter

ZENA 27Ho] 2M[CH TE= BHICH AMD EPYC™ Z2AAM, Z2AME 2/C§ 647 20]
Hea| DIMM &2 307}, %|CH 2TB 3200MT/s DDR4 RDIMM EEL= /T§ 4TB LRDIMM (ECC DDRA Bt X|21)
o LHE HEE2{: PERC 10.5 — HBA345, H345, H745 / PERC 11 — H755, H755N / A E2]|0{ RAID: S150
AE=ZY o L5 BE X8} AE3|X] EA|AH: SHE0] RAID 2H2] M.2 SSD (240GB L= 480GB) S
o 9= 2{EZ2{(RAID): PERC H840 / 22 HBA(non-RAID): 12G SAS HBA
™ H|o| ZM: SHMH|o| ZM:
Sato|E B0 o X|CH 107H2| 2.5" &t =211 SAS/SATA/NVMe E2I0|E o X|CH 2749 2.5” SAS/SATA(HDD/SSD), NVMe ==l o] )=]
Eetol= #o| o 2|0 8712] 2.5" & Z2{71 SAS/SATA S2to[= o 2|0 27H2| BOSS-S2 M2 E2o|=

o X|CH 47H2| 35" 3F ZE2171 SAS/SATA 2102

GPU M %|CH 27H2] SW(Single Width) GPU X| 2!

e OCP x16 Mezz 3.0
® 1GE LOM 27

24 o stz
PCle 16GT/sOIM 3 x Gend Z2(x16)
HH ZE; SUEE:
 iDRAC Direct & micro-USB 171 * iDRAC H& HER2 ZE 17§ / RJ-45(1GbE) 27
I0UZE ® USB 2.0 171 / VGA 174 * USB 3.0 7
* X2 BE Dl(E4)
o VGA
L& &elols iDRACY, Redfish 2t DRAC RESTful API, iDRAC Direct, Quick Sync 2 BLE/2M 25
OpenManage™ =& OpenManage Enterprise, OpenManage Enterprise Power Manager, OpenManage Mobile

ot oot Y02 MYE HL0], Secure Boot, Ot A, M2|E RE 28 EHAE, A HF (DRAC Enterprise S Datacenter L),
=c TPM 1.2/2.0, TCM 2.0(Z4)

OpenManage Integrations

® BMC Truesight

® Microsoft System Center

® Red Hat Ansible Module

o \VMware vCenter %! vRealize Operations Manager

7|EF X2 2GH™  Ubuntu Canonical - Ubuntu Server LTS, Citrix 5FO|I{HF0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi

OpenManage Connections

 |BM Tivoli Netcool/OMNIbus

® |[BM Tivoli Network Manager IP Edition
e Micro Focus Operations Manager

® Nagios Core / Nagios Xl

ofm
it

o
re
Y

el 800W Z2HE|S = 1400W Z2{E|'S = 1100W E[EHS
SHE] /HI™E 2 EFQ) (1U, B T3t %|CH 210]: 822.89mm, HIZ X|2| Z10]: 809.05mm / 27|: 19.2kg ~ 21.8kg) / LCD H LE= HOF B & MEd S0
* 21200 £2E HZS A 1| g1o|

www.delltechnologies.com/ko-kr/servers/index.htm Of|A] X|2 HIZ 2tQISHA 4= QIGL|C,
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MZ-2 15M|CH PowerEdge AH{
TS 0430 2U e AAIARS

Dell EMC PowerEdge R750 €23

AICHEL CHfet YIS 2ES o 2ot=S 2| XMstEl HE AfH

Qe H2® Ar|YetE ZRAN

— Oo
HIO|E 2+ At E5017| flet et g5, 04 W22 & 8, 170 tH =,
AERX| S UMY 2 d-Rlet I3RE —ErOFOI OJ:’ =SS 0| MafgLch

LCD LHE! H[R S M HA| X 12x 35"

r>

24x2.5" FH MA| MH 2% 2.5” + 4x PCle FH + 2x PCle LP 2M AjA| =™

16x2.5”" 1 A X 4x2.5” + 2x PCle LP 24 MjA| =M

4x PCle FH + 2x PCle LP AjA| =3

8x 2.5 Z 4 MA[TH

HE g4 Dell EMC PowerEdge R750 247! 2U 2 OFRE A{H{

Windows Server 2022 Standard 2 Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
EE= Windows Server 2016 Standard 2 Windows Server 2016 Datacenter

LT2MA Z|CH 2702 BM|CH Qe X260 AU S Z2M|N, ZEM|X Y X|CH 4020 MEH 7+ (Silver, Gold, Platinum)

DIMM &2 327}, Z|CH 2TB 3200MT/s DDR4 RDIMM EE= %|CH 8TB LRDIMM (ECC DDR4 2F X[ &)
X|CH 8TB, 167H2] QI&le Optane™ Persistent Memory 200 A|2|X X[l

o LHE ZAEE2: PERC H745, H345, H755, H755N / 2 EQ{|0] RAID: S150 / LHE: HBA(non-RAID): HBA355i
ZHEEZ] o LIS HE X|Ma} AE2|X| MEA|AH: GH=2)0{ RAID 2712| M.2 SSD (240GB EE= 480GB)
o Q|2 ZAEE2{(RAID): PERC H840 / 2% HBA(non-RAID): HBA355e

T H|o| 4
o £|CH 247H2] 2.5” SAS/SATA(HDD/SSD), NVMe E2t0|E

=0 o] S4:
o X|CH 2749] 2.5" SAS/SATA(HDD/SSD), NVMe E2t0[E

C 20| H|o| o | 16712] 2.5 SAS/SATA(HDD/SSD), NVMe E210| o X|CHf 4712] 2.5” SAS/SATA(HDD/SSD), NVMe E20| 2
o X|CH 87H2] 2.5” NVMe(SSD) E2t0|E o X|CH 2742 BOSS-S2 M.2 E2t0|E
o [T 12742] 3.5” SAS/SATA(HDD/SSD) E2t0|=

GPU &M %|CH 27H2] DW(Dual Width) 300W EE= 47H2] SW(Single Width) 150W EE= 67H2] SW(Single Width) 75W GPU X| 2

L& NIC 2742 1GbE LOM

HEYZ M 17H2] OCP 3.0(x8 PCle |9)

2k g SUA A2 EE= T2 A 2 ZH

A2t HE M/0HS SLVR H/0Ys S5 H, A0 6712 o S

PCle Z[CH 87H2] PCle Gend &£ (XICH 67H2| x16), SNAP I/0 2& X| &
o ZE: FUEE:

0w ZE * iDRAC Direct T2 micro-USB 174 ¢ iDRAC T8 HIEQZ ZE 1} / RJ-45 274

® USB 2.0 174 / VGA 174
Lf & ZE: USB 3.0 174

e USB2.01H /USB 3.0 VH / 21 ZE(ZM) 174
* VGA(R A W2t 198 S4) i

iDRACS, iDRAC Service Module, iDRAC Direct, Quick Sync 2 M 25

OpenManage Mobile X| 2

OpenManage Enterprise, OpenManage Power Manager =211, OpenManage SupportAssist Z2{12!, OpenManage Update Manager S2{191,

oo} HiAlo 2 A E| EQ0], Secure Boot, HOFALN|, M2 |2 RE @5 EHAE A|AE ZZ (iDRACY Enterprise EE= Datacenter ZQ),
= TPM 1.2/2.0 FIPS, CC-TCG 215, TPM 2.0 China NationZ

OpenManage Integrations
® BMC Truesight
sty Az o Microsoft System Center

OpenManage Connections

® |BM Tivoli Netcool/OMNIbus

® |BM Tivoli Network Manager IP Edition
¢ Red Hat Ansible Module ® Micro Focus Operations Manager

o \/Mware vCenter 5! vRealize Operations Manager ® Nagios Core / Nagios Xl

7|Et X| & 2G| Ubuntu Canonical - Ubuntu Server LTS, Citrix 5}O0|I{H}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi

el 800W Z2H{E|'" AC/240HVDC EE= 1100W E|EHE AC/240HVDC EE= 1400W Z2{E|'E AC/240HVDC HE = 2400W Z2H{E['H AC/240HVDC
ZuE /" 2 EFRY (2U, HI 2%t A|CH Z10]: 772.14mm, B X|Q| ZI0]: 758.3mm / 22: 27.7kg ~ 35.3kg) / LCD H EE= HOH HI= MEH S M

| RV H Windows Server 2022
2 [ | MlcrOSOﬁ: Be Cloud ready with hybrid

D<A LTechnologies

Dell EMC PowerEdge R7525 €3 AMDZY

S M1 Q018 1A S X|UsH= 2A % 2U AMH

AMD EPYC" ZZ2M|A] e P Y E

T o=

SDS(Software-Defined Storage), VDI, H|O|E] 241t Z+2 I3 2 & 51 ofE2|7|0|M0f|

[E0HR7525 2 M= EFYSH M5, BHE B TCOS MIZsh= 5 421 2U 24 A IL|Ct.

—

24x 2.5”7 4 MA| H™

12x3.5" S MA| HH

8x3.5” S MA| HH

2x 3.5” + 2x PCle LP S MA| =M

2x PCle LP M{A| =™

Dell EMC PowerEdge R7525 2471l 2U 2 OFRE A{H]

Windows Server 2022 Standard 3! Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard 2 Windows Server 2016 Datacenter

ZE A 1742 2M|CH = BM|TH AMD EPYC™ I2MA|, T2 MMT A|Ch 647H O
=E DIMM &2 327}, £|CH 2TB 3200MT/s DDR4 RDIMM EE= %|CH 4TB LRDIMM (ECC DDR4 2t X| )
o L{E H{EZ2]: PERC 10.5 — HBA345, H345, H745 / PERC 11 — H755, H755N / AZE2|0{ RAID: S150
HEZ o L& HE X|Xs} AE2|X| AEA|AE: SLE0] RAID 2712 M.2 SSD (240GB = 480GB) S
o 9|2 Z{E Z2{(RAID): PERC H840 / 2|2 HBA(non-RAID): 12G SAS HBA
™M H|o| ZM: —?—” H[O] Z4:
o £|C{ 24712] 2.5" SAS/SATA/NVMe E210|EL A|CH 27H2] 2.5” SAS/SATA E2t0|=
ol O o £|CH 167§2] 3.5" SAS/SATA E2t0|2
S0 #lO] o |} 8712 2.5" NVMe E2f0|E
o Z|CH 127H2] 35" SAS/SATA =210
o |CH 8712 35" SAS/SATA E2f0|E
GPUSM £|CH 37H2] DW(Dual Width) 300W GPU EE= | 67H2| SW(Single Width) 75W GPU
LHE NIC 27H2] 1GbE LOM

YEYa g4

17H2| OCP Mezz 3.0

L2t BE/TAS N B 0|53}
PCle Z|CH 87H: Gend &% 87H

HHZE: FHIE;
0ol ZE © iDRAC Direct & micro-USB 174 ¢ iDRAC T& H|ERZ ZE 174 / RJ-45(1GbE) 274

XE ® USB 2.0 1774 / VGA 174 e USB2.0 17 / USB 3.0 171 / & ZE VH(ZM)
* VGA T

LHE 2H2)7|1s iDRACSY, Redfish @2 iDRAC RESTful API, iDRAC Direct, Quick Sync 2 BLE/SAM 2.
OpenManage™ 24 OpenManage Enterprise, OpenManage Enterprise Power Manager, OpenManage Mobile
Lo} Uo} B O MHE HY 0], Secure Boot, HOt ALK, M2|E RE @5 EYAE A|AH! EHZ (iIDRACI Enterprise = Datacenter 2L

TPM 1.2/2.0, TCM 2.0(24)

OpenManage Integrations

® BMC Truesight

e Microsoft System Center

® Red Hat Ansible Module

o \VMware vCenter %! vRealize Operations Manager

OpenManage Connections

® |BM Tivoli Netcool/OMNIbus

® |BM Tivoli Network Manager IP Edition
e Micro Focus Operations Manager

® Nagios Core / Nagios Xl

7|EF X2 2SI

= 5 &)

Ubuntu Canonical - Ubuntu Server LTS, Citrix S}O|Z{HIO|X{, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi

e

800W Z2fE|'H = 1400W Z2HE|'E = 2400W S2HE|H

SHE /H2

2 EFQl (U, HIR It A|CH 210]: 77213mm, HIR || Z/0]: 758.29mm / 2H|: 24.6kg ~ 36.3kg) / LCD M|t Ot IR MEl S

www.delltechnologies.com/ko-kr/servers/index.htm 0| A X|2 HIZ EIQISHA 4= QLEL|CEH
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MZ-2 15M|CH PowerEdge AH{

A7 OFR EF3= ?lol 80| A= 2271 MH

Dell EMC PowerEdge R650xs €23

H|O|E| ME HAEEIS 2I$t M5 8l SHEkM

Qe H2® ArYetE ZRAN

o
22 1ds AE2EE fle AEEE0|12 7|5, 45, &Eds MagH

AEZ2f0| 25 J5it 7| S22 Thysl, S2tRE, HIO|EH|0[A AH[™ OFR S HPCR}
f

LCD LHZ M1 S MA| T

3x PCle LP 4 AjA| =0

10x 2.5” 4 AfA| TH

8x2.5” 84 AjA| T

4x 3.5” M MA| HH

HE g4 Dell EMC PowerEdge R650xs 2421 1U 24 OF2E At

Windows Server 2022 Standard 2 Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard 2! Windows Server 2016 Datacenter

T2 MM X|CH 2742 BM|CH QlEle X226 AH ARE T2 M|A, T2 MIAMT X|CH 32701 MEH THs (Silver, Gold, Platinum)
H22| DIMM &2 167H, £|CH 1TB 3200MT/s DDR4 RDIMM (Registered ECC DDR4 2t X| &)

o L ZHAEZ2{: PERC H745, H345, H755, H755N / A E Q|0 RAID: $150 / LHE BA(non RAlD) HBA355i
Fal==r| o LHE HE XXt AEZ|X| MEA|AE: 5LEL)0{ RAID 272| M.2 SSD = LHE 5 SD 25 = LHE USB 3.0

22 ZAEZ2{(RAID): PERC H840 / 2|5 HBA(non-RAID): HBA355e

TIH H|o] Z4:
o £|CH 107§2] 2.5” SAS/SATA(HDD/SSD), NVMe E2t0|=

S H|o| S4:
o |Cf{ 2712] 2.5” SAS/SATA(HDD/SSD), NVMe E2t0|=

LE2to|E H|o] o X|CH 8712| 2.5" SAS/SATA(HDD/SSD), NVMe E210|E
o %|CH 4712] 3.5" SAS/SATA(HDD/SSD) E2t0|E2
° 07112 E2f0|E 1[0
LHEF NIC 27H2| 1GbE LOM
HEQZ M 7H2| OCP 3.0
Loﬂlrsuzﬁ C)OHAI I.H?I'
2t HEF(STD) M, 18s & M iE= ds S5 ©/ A0 7702 #[0|5 o128
PCle X|CH 37H2] PCle Gend LP(Low Profile) &%
HH ZE: ZHIE;
* IDRAC Direct & micro-USB 171 ¢ DRAC H& HEQ A ZE 17 / RJ-45(1GbE) 274
[o)=UE=1=4 e USB 2.0 17H / VGA 17 e USB 2.0 17 / USB 3.0 174

o Zj(EM) TH
LHE ZE: USB 3.0 174 ° VGA 7H

iDRACS, iDRAC Service Module, iDRAC Direct, Quick Sync 2 28 25

OpenManage Enterprise, OpenManage Power Manager 2217121, OpenManage SupportAssist Z2{192!, OpenManage Update Manager 22191,
OpenManage Mobile X|&

Ao HrA O Z MY & HQ||0], Secure Boot, Ot ALY, M2|2 RE QH EZHAE A|AH EE (IDRACY Enterprise S== Datacenter 2R
= TPM 1.2/2.0 FIPS, CC-TCG 215, TPM 2.0 China NationZ

OpenManage Integrations

® BMC Truesight

® Microsoft System Center

® Red Hat Ansible Module

® VMware vCenter %! vRealize Operations Manager

OpenManage Connections

¢ |[BM Tivoli Netcool/OMNIbus

® |BM Tivoli Network Manager IP Edition
e Micro Focus Operations Manager

® Nagios Core / Nagios Xl

ofm
i
*
r2
Y

J|Ef X[ 2AMKN|  Ubuntu Canonical - Ubuntu Server LTS, Citrix SFO|IHHIO|X{, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi

600W DC(240V) = Z2HE|'E AC(100-240V) / 800W DC(240V) EE= Z2HE| AC(100-240V) / 1100W DC(-48—-(-60)V) F= DC(240V) = E|EHs

He -
== AC(100-240V) / 1400W DC(240V) = Z2HE|'d AC(100-240V)

10

e / 1/ 2 EfQ] (1U, I T8t £|cH 2001: 748.79mm, B H2] Z40]: 734.95mm / 21|: 14.84kg ~ 18.62kg) / LCD BIE (L HIOH bR MeH @

| RV H Windows Server 2022
[ | MlcrOSOﬁ: Be Cloud ready with hybrid

D<A LTechnologies

Dell EMC PowerEdge R750xs <=3 e

16x 2.5" S MA| HH

8x2.5" Z M A HH

16x 2.5” SAS/SATA + 8x NVMe =M MA| T

re
1
2

20 H2e A2

It\

REEEC NN XEON

mO
m\[[

Srot MBS 24 TP A2} 2U M

O £EME Qo £|X3t= AIE| =205 247 B R750xs=
M /VDI, ATIE J|0-| I-IO| AEE|1| |_|:0“ 0|AI-X-IOI|_|[:|—.

o 1d

2% 35" S04 | X

TS MA R

L

Dell EMC PowerEdge R750xs 22474 2U 2 OF2E A{H]

Windows Server 2022 Standard 2! Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
EL= Windows Server 2016 Standard 3! Windows Server 2016 Datacenter

T2MA X|CH 2702 BM|CH QIEle X|Re A UHE T2AM|IM, T2M|IME X|C 32701 MEH 7+ (Silver, Gold, Platinum)
H=2e| DIMM &2 167}, %It 178 3200MT/s DDR4 RDIMM (Registered ECC DDR4 2t X| )
o L& HAEZ2]: PERC H745, H345, H755, H755N / 2T EQ0{ RAID: S150 / L2 HBA(non ‘RAID): HBA355:
HEEZ o L{E HE X|X3} AE2|X| MEA|AEL SHEQ0] RAID 27H2| M.2 SSD EE= LR 524 SD BE = L USB 30
o 2|2 7AEE2{(RAID): PERC H840 / 2|2 HBA(non-RAID): HBA355¢
HH H|o| ZM: SH H|o|] Z4M:
* £|tH 16742] 2.6" SAS/SATA(HDD/SSD) + 8742 NVMe E2f0|2 o E|Cf 27H2] 2.5" SAS/SATA(HDD/SSD), NVMe E210| 2
o %|CH 167H2| 2.5” SAS/SATA(HDD/SSD) E210|2
E2to|E H|o] o %|CH 87H2| 2.5” SAS/SATA(HDD/SSD), NVMe E210|2
o %|CH 12712] 3.5” SAS/SATA(HDD/SSD) E210|E
o X|CH 8712] 3.5” SAS/SATA(HDD/SSD) E210|2
e O71{2] Z210|E Hj|o]
LHZ NIC 27H2] 1GbE LOM
HERZ M 17H2| OCP 3.0
d2r =4 SHA 2
B2 HE(STD) M, 15 dt] = 18s S5 © / A 6702 o Agr H
PCle %|cH 57H2] PCle Gend £ % 17H2| PCle Gen3 &%
Mo ZE. M IE:
09l ZE * iIDRAC Direct & micro-USB 171 * DRAC T8 Y EY3 ZE 174 / RJ-45 274
Qe

e USB 2.0 17 / VGA 174 e USB 2017 / USB 3.0 17l / &1 ZE(ZM) 174
Li§ ZE: USB 3.0 71 o VGA 17H

iDRACS, iDRAC Service Module, iDRAC Direct, Quick Sync 2 244 2=
OpenManage Enterprise, OpenManage Power Manager 21121,

OpenManage SupportAssist 22| 191, OpenManage Update Manager Z2{ 1

OpenManage OpenManage Mobile X| &
- otoo} Al O 2 M Sl HR|0{, Secure Boot, HOFAMK|, AM2|2 R E QB EZAE A|AHI X (IDRACY Enterprise B+ Datacenter ZQ
- TPM 1.2/2.0 FIPS, CC-TCG 21&, TPM 2.0 China NationZ
OpenManage Integrations OpenManage Connections
® BMC Truesight ® |BM Tivoli Netcool/OMNIbus
Egrgl o ® Microsoft System Center ® IBM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
e VMware vCenter 3! vRealize Operations Manager

e Micro Focus Operations Manager
® Nagios Core / Nagios XI|

7|E X2 2SI

e TE &)

Ubuntu Canonical - Ubuntu Server LTS, Citrix SO|I{H}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi

Hel

600W DC(240V) EE= Z2HE|'E AC(100-240V) / 800W DC(240V) EE= Z2{E|E AC(100-240V) / 1100W DC(-48—-(-60)V) FE= DC(240V) = E|EHs
AC(100-240V) / 1400W DC(240V) = Z2E|= AC(100-240V)

;g_—ﬂ 1/H.||X1I

2 EFQI (2U, HR S A|CH 20| 721.62mm, BIR F|Q| Z10|: 707.78mm / 2|: 18.54kg~28.76kg) / LCD H& FE= HOF H|X MEH 24

www.delltechnologies.com/ko-kr/servers/index.htm 0| A X|2 HIZ EIQISHA 4= QLEL|CEH
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28

M=Z=2 15M|CH PowerEdge A{H{
1'ds GPU/AI Q1ZEt MBS AAFY

Dell EMC PowerEdge R750xa <23

D=2 HOpKOl MES GPU YIZES N2(oH=S S A E M

PowerEdge R750xa= PowerEdge ZEZ2|20°| &2
AHEE}17|0f| PowerEdge R750xa= AI-ML/DL W& % FZ2,

ofLe SAHES

Qe H2® ArYetE ZRAN

L=

= PCle GPUE X|&5t=

HPC(High Performance Computing) 5! 7t&s} 2tAS Zolst= MER YIF 250
O[AZ{Ql S A3/2U 2 AfHHRILICY.

8x 2.5” M A FH™

6x 2.5” NVMe &M AA| HH

2x PCle FH + 2x PCle LP AjA| &=H

Dell EMC PowerEdge R750xa 2474 2U 2 O2E A{H

Windows Server 2022 Standard 5! Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 3! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard 2! Windows Server 2016 Datacenter

ZE2MAM X|CH 2742 3M|CH QIEle H|Re AF|U2HS T2 MM, TEM|IMY X|CH 40T 0] MEH 715 (Silver, Gold, Platinum)
=z DIMM &2 327}, %|CH 2TB 3200MT/s DDR4 RDIMM EE= X|CH 4TB LRDIMM (ECC DDRA4 g+ X| &)
- Z|CH 8TB, 16712] QIEe Optane™ Persistent Memory 200 A|2|= X[
o Lii AEZ2{: PERC H745, HBA355I, H345, H755, H755N / AZE 201 RAID: $150
HEEY o LIE HE X|Xs| AER|X| AEA|AH!: SE=)0] RAID 27H2| M.2 SSD (240GB HE+= 480GB)
Q= HEZ2{(RAID): PERC H840 / 2|5 HBA(non-RAID): HBA355e
M H|o] ZM: SHH|0] SM:
E2f0o|E H|0] o X|CH 8712] 2.5 SAS/SATA(HDD/SSD), NVMe =2t0|E o %|CH 2712 BOSS-S2 M.2 E2t0|E
o %|CH 6712] 2.5" NVMe(SSD) E2t0|2
GPU =4 |cH 4712 SW(Single Width) 150W EE= 810 4712 DW(Dual Width) 300W 2! S30j| 2712] SW(Single Width) 75W GPU
LHEF NIC 272 1GbE LOM
HEZ M 17H2] OCP 3.0(x8 PCle {21)
= SHA W2 = T2 M A W2 S
il 8s S Ao 6710| gt 22T
PCle |CH 87H2] PCle Gend &2 (£|CH 67H2| x16 + 27H2| x8)
HH =E: $H =E:
o ZE * iDRAC Direct & micro-USB 174 © iDRAC T2 H|EQ|3 ZE 1 / RJ-45 274
U=E

* USB 2.0 171 / VGA 171
Lj& ZE: USB 3.0 174

e USB 2.0 17 7 USB 3.0 174 / Z& (=) 7H
o \/GA(AEHAI LH7F ‘l)dQ 9.*1) 17H

iDRACY, iDRAC Service Module, iDRAC Direct, Quick Sync 2 24 @&

OpenManage Enterprise, OpenManage Power Manager 22191, OpenManage SupportAssist 221191, OpenManage Update Manager &=2{191,

OpenManage OpenManage Mobile X|&
ot Ao HIA O 2 MY & HQ|0], Secure Boot, 2Ot AKX, M2|2 RE QH EZAE A|AH ZE (IDRACY Enterprise t== Datacenter 2 Q),
-= TPM 1.2/2.0 FIPS, CC-TCG Q1&, TPM 2.0 China NationZ
OpenManage Integrations OpenManage Connections
® BMC Truesight ® |BM Tivoli Netcool/OMNIbus
setgr oA ® Microsoft System Center  IBM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
® VMware vCenter 3! vRealize Operations Manager

® Micro Focus Operations Manager
e Nagios Core / Nagios XI

7|E} X[ & 2GH|H|

Ubuntu Canonical - Ubuntu Server LTS, Citrix S}0|IH{H}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi

= 1=o
Hel

800W =2HE|'E AC/240HVDC EE= 1100W E|EHs AC/240HVDC = 1400W Z2HE|'E AC/240HVDC

S| /4

2 EFQ! (2U, B[R Tt %|CHf 210]: 908.64mm, HIZ H|2| 210]: 894.8mm / 22|: 29kg ~ 34.9kg) / LCD H|Z (L= HOt W™ MEH SM

B® Microsoft

Windows Server 2022
Be Cloud ready with hybrid

D<A LTechnologies

Dell EMC PowerEdge XE8545 €23 AMDZ

Efe Qs 2ot Al QIR AERIY

AMD EPYC" I

A 71=0f £t 247 AU A A-C| ZotEl HRE d5o2 AT Hildld 2R, o5, tiZ= =22 STt
HPC(High Performance Computing) Y2 2= 7143}, 71E3HE THYSE ME|A SAER S O 22 2kE23 4~ QIEL|CE

LCD LHE HIE S Al T

10x 2.5” SM MA| HM™

. .
.|

e R, e TR, mE T AW TR o
= ' = =J=F
FRAENEN

Direct GPU

EPYC

Dell EMC PowerEdge XE8545 2471l 4U 2H OFRE Al QIT2tAEK

Windows Server 2022 Standard 2 Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
IE= Windows Server 2016 Standard % Windows Server 2016 Datacenter

Z2MNM 27H2| BM|CH AMD EPYC™ T2M|M, T2MAS X|CH 647H 20f
o=2] DIMM 2 327}, £|CH 2T8 3200MT/s DDR4 RDIMM EE.= £|CH 4TB LRDIMM (ECC DDR4 2+ X|2l)
HEZ o L #AEZ2}: PERC 10.5 — H745

- o 2E 5|53} AE2|X| AEAAH(BOSS S15) X|g

S HE H0| S4:

- o X|CH 10712] 2.5" SAS/SATA E210|E. (£|CH 8712] 2.5" NVMe E210[E X| )

GPU &4 NVLink?} EHXHEl A00 GPU 471 (44: 40GB/400W = 80GB/500W)

L& NIC 272 1GbE LOM

HEYZ 84

17H2| OCP Mezz 3.0

2z = ST AICH 35C(400W GPU2| Z2) B 26C(500W GPUS| A<2)
g2 T g 2217 ™ 1274, LIS ™(CPU) 674
® PCle Gend LP(Low Profile, x16) 17
PCle e PCle Gen4 FH(Full Height, x16) 171
o PCle Gend FH(Full Height, x16) 17H &E= PCle Gend FH(Full Height, x8) 271
Y ZE: FHEE:
08l ZE © iDRAC Direct T1& micro-USB 17 ¢ DRAC M HIER3 ZE 174 / RJ-45(1GbE) 27H
AZE

® USB 2.0 17 7 VGA 4 ® USB2.017H 7/ USB 3.0 171

o VGA 174

L 27l

iDRACY, iDRAC Direct, Quick Sync 2.0

OpenManage™ iDRAC9 Enterprise, OpenManage Power Manager, OpenManage SupportAssist, OpenManage Update Manager
Hot US| A O Z MY El HR|0], Secure Boot, EOF ALY, A2|2 RE QH EZAE A|AHI EZ TPM 1.2/2.0, TCM 2.0(SM),
-

Secure Memory Encryption™, Secure Encrypted Virtualization™

7[Ef X2 2HA|

= TEE)

Ubuntu, Red Hat Enterprise Linux, VMware ESXi

HE

gt 2212 412| 0|5 2tE 2400w E2HE|F AC TR S5 K| 471 = 2400W DC S
2 EFR] (4U, HR I8t [T Z10]: 881.43mm, HIZ X|2| Z10|: 867.59mm / 2 H(: 10x 2.5" A{A| 7|Z 48.67kg) / LCD HIM EE= HOF ™ MEf 2 M

0| HEE =+ ASLIC

1 0X] glo|

www.delltechnologies.com/ko-kr/servers/index.htm 0| A X|2 HIZ EIQISHA 4= QLEL|CEH

29



MZ-2 15M|CH PowerEdge AH{
DU 4T 2U AH{ AAIAFRE

0

Dell EMC PowerEdge C6520 €33

Clofet 20| HHES RIS XsHs DUE HX8 TE| = Ay

Qe H2® ArYetE ZRAN

HPC, HPDA, M2 222l HFT, & B3, XaaS MH|A 552
DA50| PR3t otojn A ZEY YRR U

24x 25" 24 MA|

12x 35" SM A Mot

HE A Dell EMC PowerEdge C6520 - 2U AHA|O|| £|CH 47HO| B ASL TS 2AF ZAZEl LEZS MX|E 4 Qe A

Windows Server 2022 Standard 5! Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 2! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard 2 Windows Server 2016 Datacenter

Z2HM oot AT 2742 3HITH QIEte X 2o A UaiS T, ZRAIMY AL 4020] HeH Its

H22| L DIMM &2 1671, Z|CH 1TB 3200MT/s DDR4 RDIMM EE= X|CHf 2TB LRDIMM (ECC DDR4 2t X| &)
gy 3t 82|71 0|52t Seto|= U TRl Z2to)
HEZ3 5 AEZ2]: PERC H745, HBA345, H345 / £ EL||0] RAID: S150
A o L5 HIE |Xi5} AED|X| MEAAEL: SHEY|0 RAID 2742] M.2 SSD, uSD 7+
T H|O|] Z4:
C2to|E H|o] o X|CH 24712 2.5” SAS/SATA(HDD/SSD), NVMe E210|&
o X|Cf 12712] 3.5” SAS/SATA(HDD/SSD) E210[2
GPU &M LP(Low Profile: 2t =0]) 70W GPU
LHZE NIC 17H2] 1GbE LOM 2}0| X
HEYI 8M OCP 3.0 x16 Gend({|ES|A HEZ2{2) 1}
W2t g4 T W7t S TRAN AT 42 i
w2t o s S210 B7fe 2t
PCle SNAP I/0 2ES X|25H= %|C 47§2] PCle Gend Z2(37H2] x16, 1712] x8)
ZHEE;
® iDRAC Direct T2 micro-USB 17
I0OYWZE ® USB 3.0 174
o O|L| C|AZ2|0] ZE 17}
® iDRAC EE= NIC Z2E = RJ45 ZE 1
LHE 22|75 iDRACS, iDRAC Service Module, iDRAC Direct
OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist 221191, OpenManage Update Manager 22{191,
OpenManage
OpenManage Mobile X|&
Lot oo WAO 2 A{HE EY0], Secure Boot, HOHAMK|, 2|2 2E QH ER{AE A|AH] ZZ (IDRACY Enterprise 4= Datacenter 22),

= TPM 1.2/2.0 FIPS, CC-TCG 2I&, TPM 2.0 China NationZ

OpenManage Integrations
® BMC Truesight
gl o3 o Microsoft System Center
® Red Hat Ansible Module
® VMware vCenter 3! vRealize Operations Manager

OpenManage Connections

® |BM Tivoli Netcool/OMNIbus

® |BM Tivoli Network Manager IP Edition
® Micro Focus Operations Manager

® Nagios Core / Nagios Xl

7|E} X| & 2HK|X
IEF X2 2 SHH WinPE(Windows Preinstallation Environment) 64H|E =2}0|H

Ubuntu Canonical - Ubuntu Server LTS, CentOS, Citrix 5}0|IHH}0|X{, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi/vSAN,

e =2 3F Z2{71 0|53} 100~240V AC S2HE|'=(1600W, 2000W, 2400W, 2600W) M8l 2= &K
ZaE /H™ A EFQ (2U, == 210]: 570.34mm / MA| 27|: 35kg / TIK| 27|: 41.4kg ~ 45.6kg) / LCD H|& EE= HOF B ME S M

| RV H Windows Server 2022
[ | MlcrOSOﬁ: Be Cloud ready with hybrid

D<A LTechnologies

DeII EMC PowerEdge C6525 €3 ) AMDZT
x AMD EPYC™ Z2A|A _PYE

4SS OiE E| =E AMH

s A36H0] S HPC(High Performance Computing) ¥IZ 2= &l

OiZ2IAH01E S Me[ot=5 A 18X HRE MHYLICH

24x 25" SM MA| HH

12x 3.57 M Al H™H

Ax 24 ZMA| LE MY

Dell EMC PowerEdge C6525 - 2U AHA[O]| X|CH 47H2| 3 ARt Tts 247 &

[} =
Windows Server 2022 Standard 2! Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter

EL= Windows Server 2016 Standard 3! Windows Server 2016 Datacenter

é

Z2MN LEF X[ 27H2| 2M|CH EE= 3M|CH AMD EPYC™ Z2 MM 1, Z2 MM £|CH 6471 204, X[CH 280W TDP X[
22| LE% DIMM 22 167H, A|CH 1TB 3200MT/s DDR4A RDIMM EE= %|CH 2TB LRDIMM (ECC DDRA 2 X|2)
7184 ot E2{71 0|F3t E210|E, H 5l IHe|ME2[0|
HEZ o L7 ZAEE2]: PERC 104 - H746, H346, HBA345 / A EQ0f RAID: $160
o L{E HE XM} AE2|X| MEA|AH!: SFER|0] RAID 27H2| M.2 SSD, uSD 7t=
TIH H|o] ZM:
E2to|E H|o] o X|CH 24712 2.5” SAS/SATA(HDD/SSD), NVMe E2t0|E
o X|CH 1272| 35" SAS/SATA(HDD/SSD) E2f0|E
GPU M A2 910|= GPU 17H
LHE NIC A2 ZE 1GbE LOM
HER/Z SM OCP 3.0 174
H2r ZM S W2 E= T2 N A 2 FM
&2t SHEHH2E
PCle PCle x16 Gend 20| X 274, OCP 3.0 x16 Gen4 171, PCle x8 Gen3 M.2 20| X 17
SMHIE;
© iDRAC Direct T-€ micro-USB 17§
OUZE * USB 3.0 171

o O[L| C|AZ30| ZE 17}
* iDRAC HE= NIC ZE 17H

LHE 227Is

iDRACY, Redfish 22tDRAC RESTful AP, iDRAC Direct

OpenManage™ OpenManage Enterprise, OpenManage Power Manager 221191, OpenManage Mobile X| &l
Lot ASoE MO 2 MHE HR|0{, Secure Boot, HOF ALK, AM2|2 RE QH ERAE A|AHI X2 (IDRACY Enterprise BE= Datacenter Z/Q),
= TPM 1.2/2.0, TCM 2.0(+1EH AfSh
OpenManage Integrations OpenManage Connections
® BMC Truesight ¢ |BM Tivoli Netcool/OMNIbus
satol o ® Microsoft System Center  |BM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
® \VMware vCenter

e Micro Focus Operations Manager
® Nagios Core / Nagios Xl

7[Ef X2 2SHH|

™= TE &)

Ubuntu Canonical - Ubuntu Server LTS, RHEL 8.0 7{'& 7|22 CentOS, Citrix 5}0|HHF0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server,
VMware ESXi

e F gt 22171 0|5%} 2000W HE= 2400W AC TRl 35 HX| / 7 oF 5211 0|5%} 2000W AC, DC 28 BE M 35 TA|
ZEHE / B 2 EFO! (2U, AA| Z10]: 790.0mm / AHA| 2H|: 35.15kg / FiX| SH|: 41.5kg ~ 45.53kg) / LCD HIR EE= HOF H| MEH @M
x 2oy = M ZS AR X GlO|

www.delltechnologies.com/ko-kr/servers/index.htm Of|A] X|2 HIZ 2tQISHA 4= QIGL|C,
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MZ-2 15M|CH PowerEdge AH{
TS AR M H] ALYIALQF

Dell EMC PowerEdge R6515 AMDQ1

AMD EPYC" Z2M|A -
5 A% M52 MBSt A2 AU 24 AMH =rYC

7tefst HCI, NFV -.—J:'E':% 2l=t5| M2| 75 PowerEdge R6515= A= TEA A=
AZIU 2 MH{2 X1 250

| 451 L0t TCOS NISELICE

LCD LHZ Ml S MA| TH

N
X

)
o
[}

it
o
o
rz
=
=
4ot
ra

10x2.5” 4 AA| T8 EE A &0

8x 2.5” ZM MA| TH

4x 3.5”7 M MA| HH

N R Dell EMC PowerEdge R6515 1471 1U 2 O E At

Windows Server 2022 Essentials (10701 0[512| 2 M0 A2 %] 715), Windows Server 2022 Standard 2 Windows Server 2022 Datacenter
IE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter EE= Windows Server 2016 Standard 5! Windows Server 2016 Datacenter

ZENA VH| 2M|EH EE= BMITH AMD EPYC™ 2 A, %0 647 S04

=22 DIMM &2 167}, X|C 1TB 3200MT/s DDR4 RDIMM EE= £|Ci 2TB LRDIMM (ECC DDR4 Bt X|2l)
o L2 HEZ2{: PERC 9/10 - HBA330, H330, H730P, H740P
HEEZ o L{E HE X|XMo} AE2|X| MEA|AE]: SLEQ0] RAID 27H2| M.2 SSD (240GB HE= 480GB) 24
o 2|2 ZHEZ2{(RAID): PERC H840 / 2|5 HBA(non-RAID): 12G SAS HBA
Mo H|o| SM:
x o nEEZ o4 [ H
cajo| #o| o A|C 10712] 2.5" & Z21 71 SAS/SATA/NVMe E20|E

o X|CH 87H2] 2.5" 3 Z2{ 1 SAS/SATA E2f0|E
o [T 47H2] 3.5" S =271 SAS/SATA E210|E

GPU &M Z|CH 27H2] SW(Single Width) GPU X|-&
 1GbE 274
¢ 10GbE BT 274
HEQ3a 2M
IEs= 84 * 10GbE SFP+ 271
® 25GbE SFP28 27
ezt /D45 M, N+ T 0|53
PCle %|CH 27: Gen3 £&(x16) 171, Gend ZZ(x16) 174
o ZE: FUEE:
© iDRAC Direct T-& micro-USB 174 * iDRAC M& H|IERIZ ZE 17l / RJ-45(1GbE) 274
I0OY ZE ® USB 2.0 1771 / VGA 17H ® USB 3.0 27
o X3 ILE 7
LS ZE: USB 3.0 174 ° VGA K
LiZ 2t2|7|1s iDRACY, Redfish ©2FDRAC RESTful API, iDRAC Direct, Quick Sync 2 BLE/2M 25
OpenManage™ 2&: OpenManage Enterprise, OpenManage Enterprise Power Manager, OpenManage Mobile / =5 RACADM CLI, Repository Manager
P 9 System Update, Server Update Utility, Update Catalogs, iDRAC AH|A B2, IPMI &, OpenManage Server Administrator, OpenManage Storage Services
ot oo} HiAlO 2 A{ &l T2)|01, Secure Boot, HOFALK|, A2 |2 RE Q1 EAE A|AHI ZZ (iIDRACY Enterprise EE= Datacenter ZQ

= TPM 1.2/2.0, TCM 2.0(&M)

OpenManage Integrations
® BMC Truesight
o1z o Microsoft System Center

OpenManage Connections
® |BM Tivoli Netcool/OMNIbus
® |BM Tivoli Network Manager IP Edition
® Red Hat Ansible Module ® Micro Focus Operations Manager
® VMware vCenter 3! vRealize Operations Manager ® Nagios Core / Nagios Xl
J|EF X[ 2ABMH  Ubuntu Canonical - Ubuntu Server LTS, Citrix SFO|IHHIO|X{, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi
A 550w Z2HE[H
ZuE /™ 2 EQ) (1U, W& &} |CH Z/0]: 822.84mm, B H|2| Z!0|: 809mm / F7): 15.6kg ~ 16.75kg) / LCD H[& FE= HOF M MEH S

o
o
¥a
P

| RV H Windows Server 2022
[ | MlcrOSOﬁ: Be Cloud ready with hybrid

D<A LTechnologies

Dell EMC PowerEdge R7515 AMDZ

AMD EPYC® ZZ2AA  wmm
2ot 45T Sy =PYC

SDS(Software-Defined Storage), 71A4%}, H|0|E{ EA11p Zt2 232 E G1 0= 2|7{|0|Mof|
283 R7515 2 M= Efelst Mg, 22 8l TCOS MlEshs Th 471 2U 28 MB{QIL|CE

24x 2.57 FH MA| HH 2x PCle FH + 2x PCle LP MA| £

12x3.5" S MA| ™ 2x PCle LP MjA| =™

8x3.5” S MA| HH

o= g Dell EMC PowerEdge R7515 1Al 2U 2 OF2E Mt

Windows Server 2022 Essentials (10701 0[5}2] Z2 A0 M A%| 715), Windows Server 2022 Standard X Windows Server 2022 Datacenter
IE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter E== Windows Server 2016 Standard 5! Windows Server 2016 Datacenter

2NN He| 2M|CH EE= BM|ICH AMD EPYC™ ZL2M|A, £|CH 647H 204

H22| DIMM &2 167}, %|CH 1TB 3200MT/s DDR4 RDIMM EE= %|CH 2TB LRDIMM (ECC DDR4 BF X|2)
o LHE ZAEZ23: PERC 9/10 - HBA330, H330, H730P, H740P
HEEZ7 o LI HE X|X{3} AER|X| AEA|AH!: SIEL0] RAID 27H2| M.2 SSD (240GB L= 480GB) 24
Qo= ?jE%H(RAID): PERC H840 / 2|5 HBA(non-RAID): 12G SAS HBA
TIH H|o] 4. gu H|0| SM:

o %|CH 24712] 2.6" SAS/SATA(HDD/SSD), NVMe E2t0[E Z|CH 2712 3.5” SAS/SATA(HDD/SSD) E210]2

| =]
SEtol= Hol o A|C{ 12742 3.5" SAS/SATA(HDD/SSD) E2t0|2
o X|CH 8712| 3.5” SAS/SATA(HDD/SSD) E2t0[=
GPU 8 %|cH 47H2] SW(Single Width) GPU(T4), X|C 17H2| FH(Full-Height) FPGA

® 1GbE 27

© 10GbE BT 271

© 10GbE SFP+ 27
® 25GbE SFP28 271

HEYS g

H2r T/ s N+ H 0|53}
PCle 5_\ CH 47H: Gen3 &2 (x16) 27H, Gend 2 (x16) 27
HH ZE; SHIE;
0Ql ZE ® iDRAC Direct & micro-USB 174 ¢ iDRAC M& H|ER=Z ZE 17 / RJ-45(1GbE) 274
QI ZE

® USB 2.0 17 / VGA 174 * USB3.0 271 / 2|E ZZE 1

o VGA

iIDRACY, Redfish ©2tDRAC RESTful API, iDRAC Direct, Quick Sync 2 BLE/2M 25
2£: OpenManage Enterprise, OpenManage Enterprise Power Manager, OpenManage Mobile / =31 RACADM CLI, Repository Manager
System Update, Server Update Utility, Update Catalogs, IDRAC A{H|A 25, IPMI &, OpenManage Server Administrator, OpenManage Storage Services
o oo iAo 2 MHEE EHR|0{, Secure Boot, HOFAMK|, M2|2 RE QB EZAE A|AH| T (IDRACY Enterprise S Datacenter ZQ
-= TPM 1.2/2.0, TCM 2.0(S4)

OpenManage Integrations

® BMC Truesight
ok gloid ® Microsoft System Center

® Red Hat Ansible Module

o VMware vCenter 3! vRealize Operations Manager
7|EF X2 2AHH  Ubuntu Canonical - Ubuntu Server LTS, Citrix 5FO|I{HF0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi
M 750W E|EtE EE= 750W S2HE|'H = 1100W S2HE|E EE= 1600W S2iE|E
ZuiE /™ 2 EFQY (2U, EICH Z!0]: 6471mm / 27|: 23.72kg ~ 27.3kg) / LCD H|H FE= HOt & MEH 2

OpenManage™

OpenManage Connections

 |BM Tivoli Netcool/OMNIbus

® |BM Tivoli Network Manager IP Edition
® Micro Focus Operations Manager

® Nagios Core / Nagios Xl

ofm
Q_I-

www.delltechnologies.com/ko-kr/servers/index.htm Of|A] X|2 HIZ 2tQISHA 4= QIGL|C,
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Performance. Security. Simplified IT. MZE2 15M|CH PowerEdge A{H{

Dell PowerEdge Ef3| At 1A 238 EFR| B ALM| AFQS

o

Dell EMC PowerEdge T150 <23 B -
G|O|E{2| THK| 2 AdisH= Had EFQ| At ER Ll X0

MXFSH= H| XL|AZ OJ5} el - S = (®) . "
e R G S Y L= NS ThH| /FsS T Bie] MY THHIS BAIBIBIALE SIA/0f EASIO] 2318 TSAZ 2781 4719
Dell EMC PowerEdge EF9| Mb= 45

72 Z 20|A(SOHO), B47|Y(SMB) X Pwm'/xw MHIA HSXHE 2ot AH S24ULICE
N (ROBO) AFO|E0]| OJAMQIL|CE 1 A% 9 2
) SRl Pl U, SAE] THAS C|0JE{H[0] A, O|nf
O =Z=2AMYs B, 228, Tk, 2
PowerEdge At HZ20| SILI2A LIES EOt 7|5, Eadt Ba|2 X|Z2SHs PowerEdge EFY AlH=
=1

Dj2f XIBA1 IT 45, 8% U 1/0 SH02 Hafst T2 E0) 8H0|D A ¢io| AE2E 28
= ol e . . .
O/, sne o 4 QIES X|RUSH0, S BB 27 AEO| TSk L2t 2% HI8S XIAHOR B2jE 4
O =z o=
= HES UES ZolELICY,

s

Dy Guemesw ERRl A Heo| 0|2

n
“.
n
n
n
n
n
n
n

= _ B MK /|7 A HH 0|2 ¢1Z4A1 4x 3.5” E210|E H|O0] LHZEF AHA| LHE 4x PCle / A2 It MA| =™
SOHO, ROBO 2! SMB &+&0f| 2Hmist 22| 2 7|1o| MEof B ZXI/RIA A Aol x Ol H[O] LIS AHA] Lt x PCle / A2 TH9| AfA|
ok Hojtt HaH et 2| gl0| XEH 28 7ts
o= g Dell EMC PowerEdge T150 147! EFQ] A
X SAHIA| Windows Server 2022 Essentials 5! Windows Server 2022 Standard 2= Windows Server 2019 Essentials 3! Windows Server 2019 Standard
1L 51
S0 L= MEHO| &2 K& TEMA H2] QIEle M@ E-2300 A|2] % T2AA(E|CH 83201) T 17§2] 1Etle HIE|Qte 2 AA|(A|C 23701)
. . el I=El DIMM &2 47H, %|CH 128GB 3200MT/s DDR4 RDIMM istered ECC DDR4ZH X| €l / QlElle HIE|Qfe TRA|AQ| A 2666MT/s2 EHS
{HHSEY AT 21 PowerEdge T150 EFR ME{OIMSE] £|CHe| HSiE 2, 250t & {1 GPUS X| 5= PowerEdge T550 A{H{0f| O|=7|77kX| m=el =X 41, 20t s (unregistere | 2o HE|Y JMel B2 S2 XHE)
s L& 21EZ2{: PERC H345, PERC H755 / AZE|0{ RAID: $150 / LiE HBA(non-RAID): HBA355i
EFQ| ME{= 250] 9rX| MEHSE A o1& [T o LiE = [e] =
PowerEdge EFH| Mtl= =01 53 RIS = AFLIEE HEEY o LiiE HE XM} AER|X| AEA|AR: SLEY0] RAID 27§2] M.2 SSD (BOSS-S1) &= USB
e 9|5 HBA(non-RAID): HBA3556
Ol AC ool o L2 10| Z:
=efol= ol o %[ 47H2] 3.5" SAS/SATA(HDD/SSD) #0|2 ¢1Z4| Eato|=
ITE MH{Z 040|120 43}= H|=L| A0 O] A& QI L= NIC 2712 1GbE LOM
7HESH EEd M Hzt g SYA| Y2t
W2t VHe| 0|5 A Y2t

474°| PCle &2

e PCle x16 Gen4 (x16 Z14IE{) FH(Full Hight), HL(Half Length)
PCle e PCle x4 Gend (x8 Z44|E{) FH(Full Hight), HL(Half Length)

e PCle x4 Gen3 (x8 Z1YE{) FH(Full Hight), HL(Half Length)

e PCle x1 Gen3 (x1 Z44IE{) FH(Full Hight), HL(Half Length)

M ZE: FHIE:
© iDRAC Direct T2 micro-USB 174 ¢ iDRAC ME HERZ ZE 174
IO ZE ® USB 3.0 174 ® USB 2.0 57 7 USB 3.0 774
o =21 D
LHE ZE: USB 3.0 VH(SM) o VGA 11
Li% 227 |s iDRACY, iDRAC Service Module, iDRAC Direct, iDRAC RESTful API with Redfish
OpenManage™ OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist Z2{ 12!, OpenManage Update Manager 2211921
ot Ut gt o2 MYHE HR0], Secure Boot, HOt AMK||, M2|2 RE @8 EZAE, AAHI EZ (iDRACY Enterprise FE= Datacenter 2Q),
PowerEdge T150 PowerEdge T350 PowerEdge T550 e TPM 1.2/2.0 FIPS, CC-TCG @1, TCM 2.0 China NationZ
ZHHS D QEMSI A 2X QI H Y AZ|M 22| 20|, SPEEA 0| S o] 1A 2A70| Ztdst M5 GPU X| 2, EHEEA OpenManage Integrations OpenManage Connections
BMC Truesight ® |BM Tivoli Netcool/OMNIbus
| MH{2 H|XL|A AMXF X[ MB{2 ZX| Xuto| Mt kALY 7|0 XAS0|0|A gl ojt 3 2AM M2 N °
1420 A I=HA S X3 18 - I tel oOﬂ 101 1452 01F X Folt 2EE IS Est gl oiA o Microsoft System Center e IBM Tivoli Network Manager IP Edition
JHA CHH| A5 S SASIHAME XSt 7152 AAX|, 22| 8l Mx|7F 20|60 Q- ATt SMB 12, CH7| 8l =%|o| EA{ Bl ROBO ¢ Red Hat Ansible Module ® Micro Focus Operations Manager
N st N . VM Center % vRealize Operations M ® Nagios Core / Nagios Xl
B 4719 9 MHIA HBXIE 22, SRS 25 B MEEN 547|924 HOIE] HIE| SOIME 2IEs| B8 THs3t RED T R PR T oo o
CJ|O|E{ MIE{ QHO| M= BIO|ME A1X| 2 2H2|7} AFRAL X|AF G0 AH|A I‘"—T'— K= 2t QXIS A M S 2AsH= J1X|0] TIZsE Mol @ 7|El X| & 2AHH| Canonical Ubuntu Server LTS, Citrix S}O|I{H}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi (20213 122 HHEZTHEE] X|)l)
20811 414 BIHS XK SRMQALICE A% AHAIZ} OH2IRO! EFS MEfQILICE, T2 SEAZL 4 U= MHRLICH s O] S1ZIA] 300W B2 100-240 VAC = 400W Z2E|] 100-240 VAC (20214 128 S84 71s)
ZUE| / HY EFRIE (W x H x D: 175 mm x 360 mm x 453.75 mm: Hj|& =5ty / HOt bl&
| | IV H Windows Server 2022 X 2 IR 0| 228 HEZS A 1 20| . .
M X|2 HE2 SOISHAl 2 Ol T
] Microsoft Be Cloud ready with hybrid L SHALS Ol AjOL0] BIZE & QIALIC] www.delltechnologies.com/ko-kr/servers/index.htm Of|A] X|2 HIZ =tQIGH 4~ QIEL|CE




MEZ2 15M|CH PowerEdge A{H{
174 Ebf A M| AFSS

Dell EMC PowerEdge T350 €3
59| ThY 2 MM EFY A

= = o= o s PO sl

HorHIE gX| MH 8x 3.5” + BOSS-S2 AjA| XM 4x PCle / 5 I MA| &M MA| LYE
HE " Dell EMC PowerEdge T350 142l Et®| At
X2 QM| Windows Server 2022 Essentials 5! Windows Server 2022 Standard EE= Windows Server 2019 Essentials 2 Windows Server 2019 Standard
ZEHM 2| QIEle H|2e E-2300 A|2Z|X IZM|A(X|CH 801) tE= 1712 QlEle HIE| e 2 M|A(X|CH 2201)
iI=El] DIMM &2 47, %|CH 128GB 3200MT/s DDR4 RDIMM (unregistered ECC DDRAZH X| 2l / QIEle TIE| e T2 A|M2| B2 2666MT/s2 X5)
o LI ZAEE2]: PERC H345, PERC H755 / AZE||0{ RAID: $150 / LIS HBA(non-RAID): HBA355i
HEEZ] o L HE X|X5} AED|X| MEA|AH!: SHEL|0] RAID 27H2| M.2 SSD (BOSS-S2) = LR 524 SD 25 L= LIS USB 3.0
o 2= HBA(non-RAID): HBA355e
TH H|0] FM: (25" E2I0|E= 35"510|E2|= E2t0|E 72|01 &83t0] HX| 7ts)
C2to| = H|o| o %|CH 47H2] 3.5” SAS/SATA(HDD/SSD) E210|E.
o X|CH 87H2| 35" SAS/SATA(HDD/SSD) E2t0|E
LHE NIC 27li2| 1GbE LOM
LHZF 209 Al Lt
o =i o1 o

o113
N
r

H OIS ABA Y2

A742| PCle &2
o PCle x16 Gen4 (x16 Z1HIE{) FH(Full Hight), HL(Half Length)
PCle e PCle x4 Gen4 (x8 ZA4|E{) FH(Full Hight), HL(Half Length)

o PCle x4 Gen3 (x8 Z14lE{) FH(Full Hight), HL(Half Length)
o PCle x1 Gen3 (x1 Z4EIE]) FH(Full Hight), HL(Half Length)

HH ZE: THEE;
© iDRAC Direct X-€ micro-USB 174 * iDRAC M2 {EQ3 ZE 174
IOYZE * USB 3.0 17H e USB2.057H / USB 3.0 17
o X1 4
LS ZE: USB 3.0 VH(SM) ° VVGA 17l

o

W& &e)7ls iDRACS, iDRAC Service Module, iDRAC Direct, iDRAC RESTful APl with Redfish

OpenManage Enterprise, OpenManage Power Manager =21121, OpenManage SupportAssist Z2{192!, OpenManage Update Manager Z2{191,

OpenManage OpenManage Mobile
Hot Ao HA O 2 MY E HQ0], Secure Boot, 2Ot A1X|, M2|2 RE QEH EZAE A|AH EE (IDRACI Enterprise == Datacenter ZRQ),
- TPM 1.2/2.0 FIPS, CC-TCG 21&, TCM 2.0 China NationZ

OpenManage Integrations
® BMC Truesight
sty Az o Microsoft System Center
® Red Hat Ansible Module
® VMware vCenter 3! vRealize Operations Manager

OpenManage Connections

® |BM Tivoli Netcool/OMNIbus

® |BM Tivoli Network Manager IP Edition
® Micro Focus Operations Manager

® Nagios Core / Nagios Xl

J|Et X2 2AHX|  Canonical Ubuntu Server LTS, Citrix 8}0|IH{H0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi (20214 122 HiZEHEE] X))

Hel 450W E2X 100-240 VAC &= 600w Z2HE|'H 100-240 \/AC(EEE 240 HVDC, StA R 0|52} X| &)

ZaE /B EFIE (W x H x D: 175 mm x 382.5 mm x 58112 mm: H|& =&ty / 2oF H=

| RV H Windows Server 2022
[ | MlcrOSOﬁ: Be Cloud ready with hybrid

. D<A LTechnologies
MZ2 15M|CH PowerEdge AH{

22070 B9 AE] A AFY

Dell EMC PowerEdge T550 <23 oo

Qe xj2e AdiE Z2AN  dSTelN|
= L s PR
AEZ2t0|= 5 F2E Ne| St ofgde 2R
QI=2f, 714t DB, Al/ML, HPC § £142| 855 #sts 122 I3t
Z|CH 22| HE 40|= GPU Eo= 62| &2 210|= GPUS X[Hoh= AL

HOk |- MX| dH 8x 3.5” + BOSS-S2 AfA| MH

6x PCle / 521 THY) AfA| 201 AL Lt

o= g Dell EMC PowerEdge T550 2421l EFY At

Windows Server 2022 Standard 2 Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard % Windows Server 2016 Datacenter

Z2AIM Z|CH 27H9] 3M|TH Qe HjRe A QS Z2MM, T2 MG X|CH 3270] MEd 15
o2z DIMM &2 167}, £|C{ 178 3200MT/s DDR4 RDIMM (ECC DDR4 Bt X|2)

o L2 HEZ2{: PERC H345, H755, H755N / AZE20{ RAID: S$150 / LiE HBA(non-RAID): HBA355i
HEE o LE HE X|Hg| AE2|X| MEA|AH: SFEL0] RAID 27H2] M.2 SSD (BOSS-S2) = LHE 54 S

o Qe ﬁE%a (RAID): PERC H840 / 2|5 HBA(non-RAID): HBA355¢
T H|o] Z4:
o %|CH 87H2| 2.5” SAS/SATA(HDD/SSD) E210|E

o X|CH 8712] 3.5” SAS/SATA(HDD/SSD) E210|E

C2}0|E |0
ol = H|O] o X|CH 167H2] 2.5" SAS/SATA(HDD/SSD) =202 o X|CH 87H2| 3.5” SAS/SATA(HDD/SSD) + %|CH 87H2] 2.5" NVMe =202
o X|CH 24712 2.5" SAS/SATA(HDD/SSD) E2t0|E
GPU M X|CH 27H2] DW(Double wide) 300W NVIDIA A40 EE= 5712 SW(Single wide) 70W NVIDIA T4 7+457| X| €l
LHZF NIC 27H2] 1GbE LOM / HIERA SM: 17H2| OCP 3.0 X|&
W2t SH(SZ ) B 2 I 71O B AR (EF /TS HPR At )
X|CH 5742 PCle Gen4 & + 1x PCle Gen3 &2
bel e 37112] PCle x16 Gend (x16 Z44IE]) FH(Full Hight), HL(Half Length)
e e 17112] PCle x4 Gen3 (x8 Z44IE]) FH(Full Hight), HL(Half Length)
o 27H9| PCle x16 Gend (x16 Z149IE]) FH(Full Hight), FL(Full Length) &
HH DE; FTHEIE:
® iDRAC Direct & micro-USB 171 (&) * iDRAC M& HIERZ ZE 174
IO ZE ® USB2.017l / USB 3.0 174 * USB2.017H /7 USB 3.0 74
o ZF(Z9) 7
LHE ZE: USB 3.0 74 o VGA VK
Li% 227 |s iDRACS, iDRAC Service Module, iDRAC Direct, Quick Sync 2 24 25
OpenManage™ OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist 221121, OpenManage Update Manager =2{191,
P 9 OpenManage Mobile X| 2
Hot AT} A O 2 MHE HRJ0], Secure Boot, HOF AMX|, Al2|2 RE QH EZAE AJAH| E2 (iDRACY Enterprise tE= Datacenter ZQ
= TPM 1.2/2.0 FIPS, CC-TCG @&, TPM 2.0 China NationZ
OpenManage Integrations OpenManage Connections
® BMC Truesight ® |BM Tivoli Netcool/OMNIbus
E3rgl o ® Microsoft System Center © |BM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
o VMware vCenter 3! vRealize Operations Manager

7|EF X2 2¥MH  Canonical Ubuntu Server LTS, Citrix 8FO|I{H}0|X{, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi
M 800W Z2HE|'E AC/240HVDC EE= 1100W E|EHE AC/240HVDC EE= 1400W S2HE|'E AC/240HVDC
ZUE| /B 5U EFRIE (W x H x D: 200 mm x 459 mm x 680.5 mm: H& Tt (663.5 mm MY 815)) / LCD R = 1ot ™ 2M

® Micro Focus Operations Manager
® Nagios Core / Nagios Xl

off +S& MZ2 AR 1X] §l0]

i I; 0] WIS & QAL www.delltechnologies.com/ko-kr/servers/index.htm Of|A] X|2 HIZ 2tQISHA 4= QIGL|C,
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MZ-2 15M|CH PowerEdge A

N2

Dell EMC PowerEdge XR11 €3
7405k 1U 1A 7 MH

oix|E ?let

H
O|X] 21S S50t= XR AMH| HMALSY

Qe X 20 A 2lets TR

SAIQ, LY, ADYY, Y174 QWA 8 QUA HAEZS QJSH MIL-STD 3! NEBS Level 32
F0101 MR 2 2HE0)| 014X Q1 MU ME LTt
Z01 KA T A

HIZ S AAl

4% 2.5” MjA| Fo

T M| A 1 AHA|

AHA| Z19 (1x PCle LP + 2x PCle FH)

4x 2.5” MA| =H

*H)\‘ 0§ EE'»O‘E H‘“Ol A2 20

i = ===

MA| Z8 (1x PCle LP + 2x PCle FH)

MA| £ E2t0|2 H|o| HE FM

o = (=] il

A
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o
J

Dell EMC PowerEdge XR11 1474 U &f OFRE A
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rdo
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Windows Server 2022 Standard 2 Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard 2! Windows Server 2016 Datacenter

T2 A i) BH|CH QlEte M2 AF|QUziE T2 MM, £|CH 3620{ MEH 715 (Silver, Gold, Platinum)
W2z EIMM =2 871, RDIMM X|CH 512GB / LRDIMM %|CH 1TB 3200MT/s DDRA4 (Registered ECC DDR4 2t X| &)
Z|CH 512GB, 4742 QIE® Optane™ Persistent Memory 200 A|2|= X| 2
o L§= HEZ3: PERC H755, H345 / AZEY|0{ RAID: $150 / LHE: HBA(non-RAID): HBA355i
HE 27 o LjE 2E %|Xs} AER|X| MEA|AE: SE0] RAID 2702] M.2 SSD = LI USB
o 2|2 HEE2{(RAID): PERC H840 / 2|5 HBA(non-RAID): HBA355e
=EIEERT] o X|CH 47H2] 2.5" SAS/SATA(SSD), NVMe E20|=
GPU &M Z|CH 27H2] 70W SW(Single Width) GPU X|&
LHZF NIC 4712 25GBE SFP+ LOM
H7F 2 ZaHAl Lk
2t ool BE A% £ DYE T
PCle %|CH 37H2| PCle Gend &% (LP(Low Profile) 17, FH(Full Height) 27H)
HH ZE; SHEE:
10U ZE ® iDRAC Direct T& micro-USB 17§ * iDRAC H& HIERZ ZE 17l / SFP+(25GbE) 471
So{ oA I A e USB 2.0 W e USB 2.0 17H / USB 3.0 17}
LHE ZE; USB 3.0 74 * XV / VGA Y
Mo ZE; LHEL ZE: USB 3.0 174
I0OYZE * iDRAC H& HIERZ ZE 1l / SFP+(25GbE) 474

 USB 2.0 17 / USB 3.0 17} / IDRAC Direct & micro-USB 171
o X2 Pl / VGA K

iDRACS, iDRAC Service Module, iDRAC Direct

OpenManage Enterprise, OpenManage Power Manager 2] 191, OpenManage SupportAssist 221191, OpenManage Update Manager =2{121,

RESpiiseye OpenManage Mobile X|&
ot UM O 2 MYHE HL0], Secure Boot, 2Ot 41K, M2|2 RE QE EZAE A|AH EE (IDRACI Enterprise =+ Datacenter ZRQ),
-= TPM 2.0 FIPS, CC-TCG QIZ, TPM 2.0 China NationZ
OpenManage Integrations OpenManage Connections
* BMC Truesight ® |BM Tivoli Netcool/OMNIbus
s uAA o Microsoft System Center o |BM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
® VMware vCenter 3! vRealize Operations Manager

® Micro Focus Operations Manager
® Nagios Core / Nagios Xl

7|Ef X[ & 2SBH|H|

Ubuntu Canonical - Ubuntu Server LTS, Citrix 5}0|IHH}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi, RHEL Realtime

Ha

S| /b

800W Z2HE|'E AC/240HVDC &= 1100W DC/-48-(-60)V EE= 1400W E2HE|'E AC/240HVDC
o

2 EFY (U, S A 1 E|Cf Z20[: 477mm, TIE MM A F E|CH Z10]: 463mm / FA1|: E|CH 13.8kg) / 22 M| A g A B

I
i
;
m

S A
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]

B® Microsoft

Windows Server 2022
Be Cloud ready with hybrid
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D<A LTechnologies

Aok 20 1270 AMH

EBS Level 35 &4:6H= 74103 2U A XR12= 2F 400mm2| %2 Z10|2
et 2gds MagLct

A

A S

Dell EMC PowerEdge XR12 147}l 2U & OFRE A{H{

Windows Server 2022 Standard 2! Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
EL= Windows Server 2016 Standard %! Windows Server 2016 Datacenter

mE A H2| BMICH QlEte T|2e AH|UR{Z TEA|A, X[ 360] MEH 715 (Silver, Gold, Platinum)
I=E] DIMM &2 87§, RDIMM %|CH 512GB / LRDIMM %|CH 1TB 3200MT/s DDRA4 (Registered ECC DDR4 2+ X|2l)
- *X|CH 512GB, 4712] QIEle Optane™ Persistent Memory 200 A|2|= X| &

o LI ZHEE2{: PERC H755, H345 / AZEQ||0{ RAID: $150 / LIS HBA(non-RAID): HBA355i

HEEDY o L{E HE XXt AEE|X| MEA|AE: SIEQ|0] RAID 27H2| M.2 SSD EE= LHE USB
9|t AEZ3{(RAID): PERC H840 / 2|5 HBA(non-RAID): HBA355¢

LE210|E H|0| o X|CH 67H2] 2.5” SAS/SATA(SSD), NVMe E210|2
GPU M X|CH 27H2] 70W SW(Single Width) GPU / |t 27H2] 300W DW(Double Width) GPU X| &l
LHE NIC 4742| 25GBE SFP+ LOM
CRAR=! SHA| W2t
A2t 6o S5 A% s SEH
PCle *|CH 57H2| PCle Gend &2 (LP(Low Profile) 17, FH(Full Height) 47H)

HH ZE: FTHEE:
O ZE ® iDRAC Direct & micro-USB 17§ ® DRAC H& H|IERIZ ZE 17} / SFP+(25GbE) 474
SO oA A A] e USB 2.0 Vi  USB 2.0 17} / USB 3.0 174

LHE ZE: USB 3.0 177l o X1 17l / VGA 171

o TE; LHE ZE: USB 3.0 174
IO ZE ¢ iDRAC M& H|ERIZ ZE 171 / SFP+(25GbE) 474
FO ol A T4 A| e USB 2.0 27H / USB 3.0 17} / iDRAC Direct F£ micro-USB 17

o X1 171 / VGA 17l
LHZ 22|75 iIDRACY, iDRAC Service Module, iDRAC Direct

. OpenManage Enterprise, OpenManage Power Manager 221121, OpenManage SupportAssist 221191, OpenManage Update Manager =2{191,

OpenManage o

OpenManage Mobile X|&l
bot Of o} HfAl O 2 M=l HQ||0{, Secure Boot, HOFAMKY|, M2|2 RE QB EFAE A|AHI X (IDRACY Enterprise S5+ Datacenter 22
-t TPM 2.0 FIPS, CC-TCG QIZ, TPM 2.0 China NationZ

OpenManage Integrations OpenManage Connections

® BMC Truesight ¢ |BM Tivoli Netcool/OMNIbus
Sgt ol oA o Microsoft System Center * IBM Tivoli Network Manager IP Edition

® Red Hat Ansible Module
o \VMware vCenter %! vRealize Operations Manager

e Micro Focus Operations Manager
® Nagios Core / Nagios Xl

7[Ef X2 2SHA|

= T o

Ubuntu Canonical - Ubuntu Server LTS, Citrix S}0|I{H}0| X, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi, RHEL Realtime

el

800W Z2HE|'E AC/240HVDC = 1100W DC/-48-(-60)V HE= 1400W Z2HE|'E AC/240HVDC

SHE /HIR

2 EFJ (2U, 3T KA T4 HICH ZIOI: 477mm, B AH A 7 Hch Z10]: 53mm / P: 2ICH 205kg) / B G HOHHIE M S HIF

—— 1 [ =2 ="
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M=Z=2 15M|CH PowerEdge A{H{

NE] SHIAS

Dell EMC PowerEdge MX750c €23
Mid-planeO| gii= 47, SFlofit S0l M BEY ARY 2=
PowerEdge MX 7|4|El Q1= 2} 3+ Mid-planeO| §10{A] AHA|O]| ZHOH7 | EhAiEHX|
fon], Z2MIM MCHE 712[X| Qb= F Ot “7|E O] M|tH M| =t = edto]
HAPEIFSSIER 27|22 TCOE ®E =+ U&LICH

AEZ|X|2 G|O]E MIE]

—

H% | AOlHE Mg 5= AsHC,

Hoh= 2 8 7tsth oY = Adt SelE= A 40201 Q1Ee Xj|Re

AL E T2 M ME X|KEHL|CL 242E9] PowerEdge MX750ce=

327H2| DDR4 DIMM &2 4 X|CH 67H2] 2.5” SAS/SATA(HDD/SSD)
2to

f£= NVMe PCle SSD E20|EE X||lSHH, MX7000 AHA|Of|

F
Z|CH 8EHVER| ERI2 2= AFLICE

3| S5 A|CH 27HO| 40T0{ TRAIA], 7U AHAIZH Z|CH 560 20{2

28 bS8t DS 7| Qlmat 12 s : ! = PowerEdge AJH{= 2A4|CH QIEA® H|2® AH|QU{E T2 MO} 2 K22 S
Z2MIME 8IS, 2TB (RDIMM) EE= 4TB (LRDIMM)O|| 2= e | 4 i LM
wa2 022 2 - ZEoE M| 7| RHEREATEOFL |2t &4 10| QPS5 2H 7ttt

* PCle Gend2 SFAEl 1/0 H2| M5 ” : Al2|st & Ql= o|TZaE X|QlStL|Ct,

* PERC H7555 £¢%t 114s NVMe RAID X|&

Dell EMC PowerEdge MX750c 2-A7{ £Hl & ©

Windows Server 2022 Standard %! Windows Server 2022 Datacenter EE= Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
L= Windows Server 2016 Standard 2! Windows Server 2016 Datacenter

Z|CH 27H2| SMIEH QIEe M=o A Y2lS Z2AMM, Z2HIMY £t 4070{ HE Vs

DIMM &2 327}, %|Clf 2TB 3200MT/s DDR4 RDIMM EE= %|CH 4TB LRDIMM (ECC DDR4 2t X[ 2l)
Z|CH 16712 QIEle Optane™ Persistent Memory 200 A|2|= X|&
o LIS ZHEE2: PERC H745P MX, H755 MX, HBA350i MX, HBA350i MX, S$150
o LHE HE X|X5} AE2|X| MEA|AH: SIER|0] RAID 2702| M.2 SSD (240GB EE= 480GB) EE= IDSDM(Internal Dual SD Module) BE= USB
o 2|2 HEZ2{(RAID): PERC H745P MX / 2|2 HBA(non-RAID): HBA330 MMZ
T H|O| Z
C2to|E H|0] e 672 2.5” 3 E211 SAS/SATA/NVMe E210|E
® 472 25" gt 171 SAS/SATA/NVMe E210|E e —_—
MX7000 AA| THEE] ZM: X|CH 242| 0|F 2t HE AQIX| = THAAR DEY HIO[(WEH A 5! B), AEER|X| £ AL|X| H|0|2] 0|52t & (IHE
Xt A/B2| 4 E g X|CH 25Gb CNA/NIC, X! Co| AR 32Gb LH0|H XH , Z|CH 12Gbps SAS
HIRIMEZ0| /2t MX7000 MAIE S8l 35 Z|CH 6702] 3000w Ite] ME2t0] 3! 12|= ofH[2} X|2d / MX7000 AHA|E St 2k S8 7Y, M 4712
PCle PCle x16 Gen4 27 (171= PERCE), PCle x16 Gend Mezz 271
HH ZE: L ZE:
® iDRAC Direct F1& micro-USB 174 ® USB 3.0 174
® USB 3.0 17§ !
MX7000 AA|: N 1=
e OpenManage Enterprise Modular Edition (OME-Modular); ¢ iDRAC9Y
o Z|CH 2712] 0|52t MX9002m 2| 25 * iDRAC Direct
o S 2| M, AER|X|, HIERIZ| T 22| X|F * iDRAC Service Module
° I\%@ I|' } 001 Eil**a\ HrtHi DI o+§|0_| RESTful API
 Quick Sync 2 BLE(Bluetooth Low Energy)/Tﬂ D=

HER= 4

OpenManage Enterprise, OpenManage Power Manager Z21121, OpenManage SupportAssist Z2{1921, OpenManage Update Manager Z2{191,
OpenManage Enterprise Modular Edition

° CIXE MEE 0], AHA| A1) 22l Secure Boot, HOFAMY|, Al2|2 RE QH EZAE A|AH|I ZZ(DRAC Enterprise S== Datacenter Q.

= TPM 1.2/2.0 FIPS, CC-TCG 21, TPM 2.0 China NationZ

OpenManage™

OpenManage Integrations OpenManage Connections

® BMC Truesight ¢ |[BM Tivoli Netcool/OMNIbus

® Microsoft System Center ® |[BM Tivoli Network Manager IP Edition
® Red Hat Ansible Module e Micro Focus Operations Manager i

® VMware vCenter ® Nagios Core / Nagios Xl

7|E} X| & 2G| Ubuntu Canonical - Ubuntu Server LTS, Citrix 5}0|I{H}0|X{, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware ESXi
ZIHE] / B |= EFQ (THUE, A|CH 2/0|: 594.99mm / £H|: 81kg ~ 8.3kg)

www.delltechnologies.com/ko-kr/servers/index.htm Of|A X|Z HIZ ZQISHAl 2= QIELICE a1

. i % 2 270 5= HE2 AHE 10X glo|
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SM AL
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T— i

R740 R740xd

indows Server andard 3¢ Windows Server atacenter EE= Windows Server andard 3¢ Windows Server atacenter
Windows Server 2022 Standard 5! Windows S 2022 D L= Windows Server 2019 Standard 5! Windows S 2019 D
EE= Windows Server 2016 Standard 5! Windows Server 2016 Datacenter

R740xd2

R840

R940

R940xa

2 A7

443

QIE® Tf|2® AH|U2IS T2, £|Cq 28701 X[

olEte K20 Asoleis
Z2H), £ch 2270} 7l

QlEle xf|20 A7) Ue{g L2A|A, X|C 28201 X2 (Gold, Platinum)

2474 167H 487H
£|H 3TB A|CH 512GB #|CH 6TB
2933MT/s DDR4 RDIMM EE= LRDIMM 2666MT/s DDR4 DIMM

(Registered ECCTH X|2IE])

(Registered ECCTH X|RIE])

2933MT/s DDR4 RDIMM EE= LRDIMM (Registered ECCRH X[ 21 &E)

X|CH 1271 7 192GB X|¢

X|CH 127 7 384GB X| &

\ At 1274 / 192GB X[

\ A0 127} / 384GB X/

Z[CH 127 7 614TB X[ & S XA
H740p, H730p, H330 H730p, H330 H730P, H740P, H330 ‘ H740p, H330 ‘ H730P, H740P, H330

RAID $140, non-RAID HBA330

RAID $140

HW RAID: 2 x M.2 SSD (240GB == 480GB)

RAID: PERC H840,
non-RAID: 12Gbps SAS HBA

non-RAID: 12Gbps SAS HBA,
HBA330

RAID: PERC H840,
non-RAID: 12Gbps SAS HBA,
HBA330

RAID: PERC H840,
non-RAID: 12Gbps SAS HBA

RAID: PERC H840,
non-RAID: 12Gbps SAS HBA,
HBA330

SM1:24x 25"
SAS/SATA/NVMe

ZM2: 12 x 35" SAS/SATA
LHE SM41:4x 25",
SAS/SATA/NVMe

L& ZM2: £|Cf 4 x 35"
SAS/SATA

S41:16 x 2.5" SAS/SATA
=M2: 8x 35" SAS/SATA

SM1:24% 35"
SAS/SATA(HDD)
2M2:16x 35"
SAS/SATA(HDD)
+8x 35" SAS(SSD)

24 x 25" SAS/SATA/NVMe

£|CH 24 x 2.5" SAS/SATA/
NVMe(Z|cH 127 X|#)

241 8 x 2.5" SAS/SATA
ZM2: 24 x 25" SAS/SATA

M3 32 x 25" SAS/SATA/
NVMe (£ICH 474 X|2)

S 4%x25"
- SAS/SATA/NVMe
SM2: 2 x 35" SAS/SATA

S41: 2 x 35" SAS/SATA(HDD)
SM2: 2 x 35" SAS(SSD)

2 x2.5" SAS/SATA

VGA ZE, 2 x USB 20 ZE (USB30 X9 715),
DRAC T2 00|32 USB ZE

1xUSB 30 ZE, DRAC &
00|32 USB ZE

VGA IZE, 2 x USB 20 ZLE, DRAC T8 Of0| 32 USB ZE

VGAZE A|2|Y ZE 2xUSB30ZE, DRACHE HEYI ZE

VGAZE A|2|¥ ZE 2xUSB30 ZE, DRACHE HIERIZ ZE

Ax1GE E= 2 x 10GE + 2 x 1GE
EE=4x 10GE B= 2 x 25GE

2 x1GbE BaseT LOM + (LOM
Riser &) 2 x 1Gb BaseT LE=
2 x10GbE SFP+ EE= 2 x 10GbE

BaseT EE= 2x 25GbE SPF+

4x1GE, 4x 10GE, 2 x 10GE + 2 x 1GE &= 2 x 25GE

£|CH 87H2] PCle Gen3 &% (£ICH 4712] x16 &%)

X|CH 57H2| PCle Gen3 &

%|CH 67H2] PCle Gen3 &2
(X|CH 4712 x16 &2

%|CH 137H2] PCle Gen3 &2
(A|CH 37He 8 &% +

%|cH 12702 PCle Gen3 &2
(A|cH e7H2| x16 &% E=

xBER) L= AL 212 x16 52 £|LH 10742 x16 ERO2 A|LH 27H2] x16 + 107H2] x8
+ Hol 8 £202 2Tk 1) £202 147l
Nvidia Tesla V100, T4 / Nvidia Tesla V100, T4 /
Nvida Grc M0, P4/ Nvida Grd V0, P4, P40 / 2T 27421 C13 240.= GPU 2T 47491 12 2401= GPU
S 1000/ o PA000., - (Nvidia Tesla V100, P40) (= - (Nvidia Tesla \V100, P40) SEi=
AMD S7150, S7150X2 AMD S7150, S7150X2° e 27} Ful-Height FPGA" 0 8742 Full-Height FPGA
. Titanium 750W, Platinum 750W, | Platinum 1100W, 1600W, 2000W,
[ , f g b h X
Titanum 750W, Patinum 495W, 750W, 0w, 1600w, 2000w | P G F=TI0OW a0 1600w, 2000w, 2400w 2400W Y 715 R
M s BN i EEZ DC 1100W A8 s 336-380HVDC 100W, DG 00w 2481 0 25} 2400]
48VDC 1100W, 380HVDC 1100W, 240HVDC 750W / 2FFfst ' s =g 2E/HVDC: 750W / Gold 48VDC 1100W / e

OflB[=t X2 o 22 S / 2|0 6719 REES ofjH [ X2

— =

SEHIHEN

Aot offH[e X H oS24
=/ 2|t 6749 RS
OfB =t X3 = 1

eFiot 0|39t Z4M =g
Sh 221 S4. N+ 0158t

R ofj 2t X2 St =20
=/ Z|ch 8749 eiiot

EEE 8 B2f) wWjo| T2
23 I, N+ 0|532 B
oofol 3t Bafel A

M2 R240 R340 R440 R540 R640
Windows Server 2022 Standard %! Windows Server 2022 Datacenter FE=
X2l SO Windows Server 2019 Standard %! Windows Server 2019 Datacenter Windows Server 2019 Standard %!
=we EE= Windows Server 2016 Standard %! Windows Server 2016 Datacenter Windows Server 2019 Datacenter tE=
Windows Server 2016 Standard %! Windows Server 2016 Datacenter
A7 1470 2470
Z2H — QIS K2 £.2100 HIE R [ OIEe F0]" 3 TRA, OIS K20 Asfol2is QIEte xj20 Asfolais OISt K20 Asfol2iz
= QIE® HIE|QJ® 2AM, QIE® HHES T2M|M X|2 Z2M|M, £|CH 22701 X[ 2 Z2M|M, £[CH 20201 X2 Z2MM, X|CH 28701 X[
ELY/ES 471 167K 247
A|cH 8% %|CH 64GB X|CH 512GB |y 3TB
= 2666MT/s DDRA RDIMM EE= L RDIMM PRI DRI RO 25—
& e i X|R=! == oOf
S 2933MT/5 DDR4 DIMM EE.= UDIMM (Registered ECC X|2Il) (Registered ECCRF X|2I) LRDIMM (Eﬁgj\;t@red ECogt
NVDIMM £|CH 1274 /192GB X[
QIEll® Optane™ DC Persistent Memory X|CH 127l / 624TB X
LiE PERC H740p, H730p, H330 H730P, H330 H740p, H730p, H330
s/w RAID S140, non-RAID HBA330
HW RAID: 2 x M.2 SSD (240GB = 480GB)
AERIX y : [
;1E;|a1| BOSS o RAID: M S50 24008 HW RAID: 2 x M.2 SSD (240GB (= 480GB)
HES
RAID: PERC H840, RAID: PERC H840
ol g o o 3
2A(HBA) non-RAID: 2Gbps SASHBA | NOM-RAID: 12Gbps SASHBA non-RAID: 12Gbps SAS HBA
241 2012 Al 241 nSEZal
. =t 84 AXTBA'?S Al I=4 St g:fES:ASE - S41:10 x 2.5" SAS/SATA, SM1:10 x 25" SAS/SATA/
E{0[E O] ot NVMe(&/ch 474 XI2)) £|T 12 x 35" SAS/SATA NVMe(E[CH 871 XIg)
e EH2:4x38" 225" EH2:4x38" % Z2i0 SM2: 4% 35" SAS/SATA SM2: 4% 35" SAS/SATA
=87 gH 2270 SATA/SAS SATA/SAS et see
ATA= HDL
o=
S
=) . £|C 2 x 35" SAS/SATAHDD | E[C 2 x 2.5" SAS/SATA, NVMe
HH 1x USB 2.0 ZE, iDRAC F£ micro USB 20 2| ZE VGA ZE, 1x USB 20 ZE (USB 30 X|® 7F5), DRAC & 00|32 USB ZE
mE
=) VGA ZE, A2|Y ZE 2x USB30 ZE VGA ZE, A|2/2 ZE, 2x USB 30 ZE, DRAC & EQT ZE
2 x 1GE LOM(E1) OCP 2 x 10GE SFP+ 4% 1GE BE= 2 X 10GE + 2 x 1GE
=R 2x1GELOM(EH) L BASET S 2 1GE SE= 4% 10GE = 2 x 25GE
AER|X| H| A Al:
VH2| THH| =0 /%K ZO| +
SMLPCGen 3RV, | 281 2742| PC Gen 34E Vo] et 0|/t 20l +
B oS et | o usognder | MBI SO/ | Siel e o/t ol e .
PCle (1/0) (A SE) Vi B ER(d BE) 20| e Gens 55 222X T Al A 37;%?;5 RS
2249: 97HO| K| =0 /% O XH} =0 /&iH} ZI M S2
g | sz | SEZATAE - B E0AY 20 e
20| x16 %%(XEB &= A8 Z0| x16 %%(XB %E) = = X} f‘j'—0|_/r§t"_?‘ 20| mUﬂ’é_) +
VHL| M| =0|/ &t 20|
ueHEx
GPU M -
Titanium 750W, Platinum 495\, ;ggwqqgg\?vv‘qeig“wnﬂﬂﬂ%ﬂ
Platinum 350W AlZ = Gold 450W, Platinum 550W 750W EE= 1100W DG OO, 3801VDC T
el Bronze 250W A2 52 05|} / Platinum 550W 2t oflH |5} X[ 240HVDC 750W =M / 240H\/bC J50W / '
oflt|et x| gt 2210 ZM gEHISN 2tk of |2t ﬂ% gEHIS QPTIH O[S XS 5 =2y
ol 244
[
ERi=] U, SHERY 2U, HEFY U, SHEFY
21012/ 37| (mm) / 27I(kg) 595.63mm / £|CH 12.2 kg 534496mm / |CH 136 kg 728.23mm / £|tH 1764 kg 707.74mm / AICH 2968 kg 70505mm / X|C 219 kg
B HotHd M LCD ! tE= Ot - 2M
1. BOSS: £ E %|X5} AE2|X| MEA| A (Boot Optimized Strage Subsystem) 2. PSU 1S, 2 2{X| SE= Hi|IE X|2]) 3. 24x 2.5" MA|O| M2 GPU AX| SM MEf JHs 4. GPU/FPGAE 2.5" S01 C2L0|E H|0| 2702t & AtRE
giBLct

B® Microsoft

Windows Server 2022

Be Cloud ready with hybrid

== 672l S 1 W g M OflH[e} X[ StE2d 1 g
20, 2ERY 20, ERY 20, R 20, ER 3U, R AU, HERR
7155mm / £|C 286 kg 7165mm / £|C 331 kg 810mm / |CH 40 kg 812mm / £|CH 36.6kg 77706mm / £|CH 499 kg 812mm / £|CH 56,0 kg
B HPE 24 LCD I S

www.delltechnologies.com/ko-kr/servers/index.htm Of|A] X|Z HIZ 2QISHA 4= Q5L|CE
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14M|CH PowerEdge A{H

SM AL

MX740C

MX7000 AfA|

40 T340

Windows Server 2019 Standard 5! Windows Server 2019 Datacenter
EE= Windows Server 2016 Standard 3! Windows Server 2016

D<A LTechnologies

T440 T640

Windows Server 2022 Standard %! Windows Server 2022 Datacenter
L= Windows Server 2019 Standard %

= Windows Server 2019 Datacenter EE= Windows Server 2016 Standard
Datacenter
8! Windows Server 2016 Datacenter
PES 1431 2474

olee 2 Aol
S, 5 28501 XJ2

QIE® K2 £-2100 HEZR FE OIEe F0f” i3 TRAA,
O[Ell® HIE|Of® T2 AN, OIEL® Maj=e 2 A K|

oIt K2 Asfol2is
EEH, Hch 1420} T

Qlete Tj2e Azfelzis
T2A|A], A[CH 28701 X[

= =2 — =
2471 44 1674 247}
£|CH 15TB (RDIMM) / . i i
AITH 576 (LRDIMM) £|cH 64GB [l 512GB £[h 378

2933MT/s DDR4 RDIMM
IES | RDIMM (Registered

2933MT/s DDR4 DIMM EE= UDIMM
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